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This article provides an overview of findings and research designs used to
study students' evaluations of teaching effectiveness and examines implica-
tions and directions for future research. The focus of the investigation is on
the author's own research that has led to the development of the Students'
Evaluations of Educational Quality (SEEQ), but it also incorporates a wide
range of other research. Based on this overview, class-average student ratings
are (a) multidimensional; (b) reliable and stable; (c) primarily a function of the
instructor who teaches a course rather than the course that is taught; (d) rela-
tively valid against a variety of indicators of effective teaching; (e) relatively
unaffected by a variety of variables hypothesized as potential biases; and (f)
seen to be useful by faculty as feedback about their teaching, by students for
use in course selection, and by administrators for use in personnel decisions.
In future research a construct validation approach should be used in which it
is recognized that effective teaching and students' evaluations designed to re-
flect it are multifaceted, that there is no single criterion of effective teaching,
and that tentative interpretations of relations with validity criteria and with
potential biases must be scrutinized in different contexts and examine multi-
ple criteria of effective teaching.

Students' evaluations of teaching effec-
tiveness are commonly collected at North
American universities and colleges and are
widely endorsed by students, faculty, and
administrators (Centra, 1979; Leventhal,
Perry, Abrami, Turcotte, & Kane, 1981).
The purposes of these evaluations are var-
iously to provide (a) diagnostic feedback to
faculty about the effectiveness of their
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teaching; (b) a measure of teaching effec-
tiveness to be used in tenure/promotion de-
cisions; (c) information for students to use in
the selection of courses and instructors; and
(d) an outcome on a process description for
research or teaching. Although the first
purpose is nearly universal, the next two are
not. At many universities systematic stu-
dent input is required before faculty are even
considered for promotion, whereas at others
the inclusion of students' evaluations is op-
tional. Similarly, the results of students'
evaluations are published at some universi-
ties, whereas at others the results are con-
sidered to be strictly confidential.

The fourth purpose of student ratings,
their use in research on teaching, has not
been systematically examined. This is un-
fortunate. Research on teaching involves at
least three major questions (Gage, 1963,
1972; Dunkin, in press): How do teachers
behave? Why do they behave as they do?
and What are the effects of their behavior?
Dunkin goes on to conceptualize this re-
search in terms of process variables (global
teaching methods and specific teaching be-
haviors); presage variables (characteristics
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of teachers and students); context variables
(substantive, physical, and institutional
environments); and product variables (stu-
dent academic/professional achievement,
attitudes, and evaluations). Student ratings
are important both as a process-description
measure and as a product measure. This
dual role played by student ratings, as a
process description and as an evaluation of
the process, is also inherent in their use as
diagnostic feedback, as input for tenure
promotion decisions, and as information for
students to use in course selection.

Particularly in the last decade, the study
of students' evaluations has been one of the
most frequently emphasized areas in
American educational research. Literally
thousands of papers have been written, and
an exhaustive review is beyond the scope of
this article. The reader is referred to re-
views by Aleamoni (1981), Centra (1979),
Cohen (1980,1981), Costin, Greenough, and
Menges (1971), de Wolf (1974), Doyle (1975),
Feldman (1976a, 1976b, 1977, 1978, 1979,
1983), Kulik and McKeachie (1975), Marsh
(1980a, 1982b, in press), Murray (1980),
Overall and Marsh (1982), and Remmers
(1963). Individually, these studies may
provide important insights. Yet, collectively
the studies cannot be easily summarized, and
opinions about the role of students' evalua-
tions vary from "reliable, valid, and useful"
to "unreliable, invalid, and useless" (Alea-
moni, 1981). How can opinions vary so
drastically in an area which has been the
subject of thousands of studies? Part of the
problem lies in the preconceived biases of
those who study student ratings; a second
part of the problem lies in unrealistic ex-
pectations of what student evaluations can
and should be able to do; another part of the
problem lies in the plethora of ad hoc in-
struments based upon varied item content
and untested psychometric properties; and
part of the problem lies in the fragmentary
approach to the design of both student-
evaluation instruments and the research
based upon them.

Validating interpretations of student re-
sponses to an evaluation instrument involves
an ongoing interplay between construct in-
terpretations, instrument development, data
collection, and logic. Each interpretation
must be considered a tentative hypothesis to
be challenged in different contexts and with

different approaches. This process corre-
sponds to defining a nomological network
(Cronbach, 1971; Shavelson, Hubner, &
Stanton, 1976) where differentiable com-
ponents of students' evaluations of teaching
effectiveness are related to each other and to
other constructs. Within-network studies
attempt to ascertain whether students'
evaluations consist of distinct components
and, if so, what these components are. This
involves logical approaches such as content
analysis and empirical approaches such as
factor analysis and multitrait-multimethod
(MTMM) analysis. Clarification of
within-network issues must logically precede
between-network studies in which students'
evaluations are related to external variables.
Inherent in this construct approach is the
adage that one validates not a test, but the
interpretation of data arising from specific
applications, as responses may be valid for
one purpose but not for another. Construct
validity is never completely present or ab-
sent, and most studies lead to an interme-
diate conclusion in which the emphasis is on
understanding relationships. A construct
validation approach (see Cronbach, 1971;
Shavelson et al., 1976 for a more extensive
presentation) is used to examine student
evaluation research to be described here.

The construct validation approach de-
scribed here and elsewhere (Marsh, 1982b;
1983) has been incorporated more fully in
the design, development, and research of the
Students' Evaluations of Educational
Quality (SEEQ) than with other student
evaluation instruments. Consequently, the
focus of this overview will be on my own re-
search with SEEQ. In each section that
follows, relevant SEEQ research is described,
and methodological, theoretical, and em-
pirical issues are related to other research in
the field. The emphasis of this article on my
own research with SEEQ can be justified by
the nature of the article as an invited lead
article, but also because SEEQ has been
studied in a wider range of research studies
than have other student evaluation instru-
ments.

The purpose of this article is to provide an
overview of findings conducted in selected
areas of student evaluation research, to ex-
amine methodological issues and weaknesses
in these areas of study, to indicate implica-
tions for the use and application of the rat-
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ings, and to explore directions for future re-
search. This research overview emphasizes
the construct validation approach described
above, and several perspectives about stu-
dent-evaluation research that underlie this
approach follow:

1. Teaching effectiveness is multifacet-
ed. The design of instruments to measure
students' evaluations and the design of re-
search to study the evaluations should reflect
this multidimensionality.

2. There is no single criterion of effective
teaching. Hence, a construct approach to
the validation of student ratings is required
in which the ratings are shown to be related
to a variety of other indicators of effective
teaching. No single study, no single crite-
rion, and no single paradigm can demon-
strate, or refute, the validity of students'
evaluations.

3. Different dimensions or factors of
students' evaluations will correlate more
highly with different indicators of effective
teaching. The construct validity of inter-
pretations based on the rating factors re-
quires that each factor be significantly cor-
related with criteria to which it is logically
and theoretically related, and less correlated
with other variables. In general, student
ratings should not be summarized by a re-
sponse to a single item or an unweighted
average response to many items. If ratings
are to be averaged for a particular purpose,
logical and empirical analyses specific to the
purpose should determine the weighting
each factor receives, so that the weighting
will depend on the purpose.

4. An external influence, in order to
constitute a bias to student ratings, must be
substantially and causally related to the
ratings, and relatively unrelated to other
indicators of effective teaching. As with
validity research, bias interpretations should
be viewed as tentative hypotheses to be
challenged in different contexts and with
different approaches which are consistent
with the multifaceted nature of student
ratings. Bias interpretations must be made
in the context of an explicit definition of
what constitutes a bias.

Dimensionality

Information from students' evaluations
necessarily depends on the content of the

evaluation items. Poorly worded or inap-
propriate items will not provide useful in-
formation. Student ratings, like the teach-
ing they represent, should be unequivocally
multidimensional (e.g., a teacher may be
quite well organized but lack enthusiasm).
This contention is supported by common
sense and a considerable body of empirical
research. Unfortunately, most evaluation
instruments and research fail to take cogni-
zance of this multidimensionality. If a
survey instrument contains an ill-defined
hodgepodge of items, and student ratings are
summarized by an average of these items,
then there is no basis for knowing what is
being measured, no basis for differentially
weighting different components in the way
most appropriate to the particular purpose
they are to serve, nor any basis for comparing
these results with other findings. If a survey
contains separate groups of related items
derived from a logical analysis of the content
of effective teaching and the purposes the
ratings are to serve, or a carefully con-
structed theory of teaching and learning, and
if empirical procedures such as factor anal-
ysis and multitrait-multimethod analyses
demonstrate that the items within the same
group do measure separate and distin-
guishable traits, then it is possible to inter-
pret what is being measured. The demon-
stration of a well-defined factor structure
also provides a safeguard against a halo ef-
fect—a generalization from a subjective
feeling, an external influence, or an idio-
syncratic response mode—which affects re-
sponses to all items.

An important issue in the construction of
multidimensional rating scale instruments
is the content of the dimensions to be sur-
veyed. A logical analysis of the content of
effective teaching and the purposes of stu-
dents' evaluations, coupled with feedback
from students and faculty members, is one
typical approach. An alternative approach
based on a theory of teaching or learning
could be used to posit the evaluation di-
mensions, though such an approach does not
seem to have been used in student evaluation
research. However, with each approach, it
is important to also use empirical techniques
such as factor analysis to further test the
dimensionality of the ratings. The most
carefully constructed instruments combine
both logical/theoretical and empirical anal-
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yses in the research and development of
student rating instruments.

Factor analysis provides a test of whether
students are able to differentiate among
different components of effective teaching
and whether the empirical factors confirm
the facets that the instrument is designed to
measure. The technique cannot, however,
determine whether the obtained factors are
important to the understanding of effective
teaching; a set of items related to an in-
structor's physical appearance would result
in a Physical Appearance factor that would
probably have little to do with effective
teaching. Consequently, carefully devel-
oped surveys typically begin with item pools
based on literature reviews, and with sys-
tematic feedback from students, faculty
members, and administrators about what
characteristics are important and what type
of feedback is useful (e.g., Marsh, 1982b;
Hildebrand, Wilson, & Dienst, 1971). For
example, in the development of SEEQ a
large item pool was obtained from a litera-
ture review, forms in current usage, and in-
terviews with faculty members and students
about characteristics they see as constituting
effective teaching. Then, students and
faculty members were asked to rate the im-
portance of items, faculty members were
asked to judge the potential usefulness of the
items as a basis for feedback, and open-
ended student comments on pilot versions
were examined to determine if important
aspects had been excluded. These criteria,
along with psychometric properties, were
used to select items andjrevise subsequent
versions. This systematic development
constitutes evidence for the content validity
of SEEQ and makes it unlikely that it con-
tains any trivial factors.

Some researchers, while not denying the
multidimensionality of student ratings,
argue that a total rating or an overall rating
provides a more valid measure. This argu-
ment is typically advanced in research where
separate components of students' evalua-
tions have not been empirically demon-
strated, and so there is no basis for testing
the claim. More important, the assertion is
not accurate. First, there are many possible
indicators of effective teaching and many
possible uses for student ratings; the com-
ponent that is "most valid" will depend on

the criteria being considered (Marsh &
Overall, 1980). Second, reviews of different
validity criteria show that specific compo-
nents of student ratings are more highly
correlated with individual validity criteria
than an overall or total rating (e.g., student
learning, Cohen, 1981; instructor self-eval-
uations, Marsh, 1982c; Marsh, Overall, &
Kesler, 1979b; effect of feedback for the
improvement of teaching, Cohen, 1980).
Third, the influence of a variety of back-
ground characteristics suggested by some as
"biases" to student ratings is more difficult
to interpret with total ratings than with
specific components (Marsh, 1980b; 1983).
Fourth, the usefulness of student ratings,
particularly as diagnostic feedback to fac-
ulty, is enhanced by the presentation of
separate components. Finally, even if it
were agreed that student ratings should be
summarized by a single score for a particular
purpose, the weighting of different factors
should be a function of logical and empirical
analyses of the multiple factors for the par-
ticular purpose; an optimally weighted set of
factor scores will automatically provide a
more accurate reflection of any criterion
than will a non-optimally weighted total.
Hence, no matter what the purpose, it is
logically impossible for an unweighted av-
erage to be more useful than an optimally
weighted average of component scores.

Still other researchers, while accepting the
multidimensionality of students' evaluations
and the importance of measuring separate
components for some purposes such as
feedback to faculty, defend the unidi-
mensionality of student ratings because,
according to such an argument, when stu-
dent ratings are used in personnel decisions,
only one decision is made. However, such
reasoning is clearly illogical. First, the use
to which student ratings are put has nothing
to do with the multidimensionality of stu-
dent ratings, although it may influence the
form in which the ratings are to be present-
ed. Second, even if a single total score were
the most useful form in which to summarize
student ratings for personnel decisions, and
there is no reason to assume that it is, this
purpose would be poorly served by a ill-
defined total score based on an ad hoc col-
lection of items that was not appropriately
balanced with respect to the components of
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effective teaching that were being measured.
If a single score were to be used, it should
represent a weighted average of the different
components where the weight assigned to
each component was a function of logical and
empirical analyses. There are a variety of
ways in which the weights could be deter-
mined, including the importance of each
component as judged by the instructor being
evaluated, and the weighting could vary for
different courses or for different instructors.
However the weights are established, they
should not be determined by the ill-defined
composition of whatever items Happen to
appear on the rating survey, as is typically
the case when a total score is used. Third,
implicit in this argument is the suggestion
that administrators are unable to utilize or
prefer not to be given multiple sources of
information for use in their deliberations,
and there is no basis for such a suggestion.
At institutions where SEEQ has been used,
administrators prefer to have summaries of
ratings for separate SEEQ factors for each
course taught by an instructor for use in
administrative decisions (see description of
longitudinal summary report by Marsh,
1982b, pp. 78-79). Important unresolved
issues in student evaluation research are how
different rating components should be
weighted for various purposes and what form
of presentation is most useful for different
purposes. The continued, and mistaken,
insistence that students' evaluations repre-
sent a unidimensional construct hinders
progress on the resolution of these issues.

Student Evaluation Factors Found With
Different Instruments

The student evaluation literature does
contain several examples of instruments that
have a well-defined factor structure and that
provide measures of distinct components of
teaching effectiveness. Some of these in-
struments and the factors that they measure
are

1. Prey's Endeavor instrument (Prey,
Leonard, & Beatty, 1975; also see Marsh,
1981a): Presentation Clarity, Workload,
Personal Attention, Class Discussion, Or-
ganization/Planning, Grading, and Student
Accomplishments.

2. The instrument developed by Hilde-

brand, Wilson, and Dienst (1971): Ana-
lytic/Synthetic Approach, Organization/
Clarity, Instructor Group Interaction, In-
structor Individual Interaction, and Dy-
namism/Enthusiasm.

3. Marsh's SEEQ instrument (Marsh,
1982b; 1983): Learning/Value, Instructor
Enthusiasm, Organization, Individual
Rapport, Group Interaction, Breadth of
Coverage, Examinations/Grading, Assign-
ments/Readings, and Workload/Difficulty.

4. The Michigan State SIRS instrument
(Wafrington, 1973): Instructor Involve-
ment, Student Interest and Performance,
Student-Instructor Interaction, Course
Demands, and Course Organization.

The systematic approach used in the de-
velopment of each of these instruments and
the similarity of the facets they measure
support their construct validity. Factor
analyses of responses to each of these in-
struments provide clear support for the
factor structure they were designed to mea-
sure, and demonstrate that the students'
evaluations do measure distinct components
of teaching effectiveness. More extensive
reviews describing the components found in
other research (Cohen, 1981; Feldman,
1976b; Kulik & McKeachie, 1975) identify
dimensions similar to those described
here.

Illustrative evidence comes from research
with SEEQ. Factor analyses of responses to
SEEQ (Marsh, 1982b, 1982c, 1983) consis-
tently identify the nine factors the instru-
ment was designed to measure. Separate
factor analyses of evaluations from nearly
5,000 classes were conducted on different
groups of courses selected to represent di-
verse academic disciplines at graduate and
undergraduate levels; each clearly identified
the SEEQ factor structure (Marsh, 1983).
In one study, faculty were asked to evaluate
their own teaching effectiveness in 329
courses on the same SEEQ form completed
by their students (Marsh, 1982c, Marsh &
Hocevar, 1983). Separate factor analyses of
student ratings and instructor self-evalua-
tions each identified the nine SEEQ factors
(see Table 1). In other research (Marsh &
Hocevar, 1984) evaluations of the same in-
structor teaching the same course on differ-
ent occasions demonstrated that even the
multivariate pattern of ratings was gener-



Table 1
Factor Analyses of Students' Evaluations of Teaching Effectiveness (S) and the Corresponding Faculty Self-Evaluations of Their Own
Teaching (F) in 329 Courses

Factor pattern loadings

to

Evaluation items (paraphrased)

1. Learning/Value
Course challenging/stimulating
Learned something valuable
Increased subject interest
Learned/understood subject matter
Overall course rating

S F

42 40
53 77
57 70
55 52
36 33

2. Enthusiasm
Enthusiastic about teaching 15 29
Dynamic & energetic 08 03
Enhanced presentations with humor 10 04
Teaching style held your interest 09 12
Overall instructor rating 12 27

3. Organization
Instructor explanations clear 12 00
Course materials prepared & clear 06 06
Objectives stated & pursued 19 12
Lectures facilitated note taking —03 02

4. Group Interaction
Encouraged class discussions 04 06
Students shared ideas/knowledge 02 08
Encouraged questions & answers 03 —04
Encouraged expression of ideas 07 01

5. Individual Rapport
Friendly towards students —04 10
Welcomed seeking help/advice 04 —10
Interested in individual students 07 10
Accessible to individual students 02 —13

6. Breadth of Coverage
Contrasted implications —05 02
Gave background of ideas/concepts 08 03
Gave different points of view 04 -06
Discussed current developments 23 29

7. Examinations/Grading
Examination feedback valuable —03 01
Eval. methods fair/appropriate 06 02
Tested emphasized course content 08 00

S F

23 25
15 02
12 05
12 12
25 29

55 42
60 70
66 58
59 64
40 54

07 24
03 -02

-05 -08
20 09

10 02
06 -07
06 09
02 06

17 06
05 02
11 09

-11 -11

12 01
08 10
04 09
08 -04

08 09
00 -03

-01 04

S F

09 -10
10 -02
08 07
13 12
16 09

16 00
15 01

-04 06
23 20
23 09

55 42
73 69
49 41
58 53

01 03
-04 -01

14 06
01 -11

00 -06
02 07
00 01
16 09

05 03
16 07
11 11

-04 -04

06 -11
03 14
11 21

S F

04 04
09 04
08 07
05 03
12 08

07 02
11 06
05 01
16 06
14 08

20 09
09 01
03 05

-17 07

84 86
85 88
62 69
73 75

13 12
06 00
14 07
09 -02

08 01
-03 -02

08 16
05 12

09 05
07 06
01 01

S F

00 -03
01 01
02 -03
03 11
09 02

21 15
08 05
13 02
06 00
23 02

05 04
10 -02
08 05

-02 05

03 00
05 13
16 -02
20 09

68 78
85 75
69 77
62 43

-03 01
02 -02
06 01
09 00

08 12
14 00
06 00

S F

15 27
10 00
18 08
02 -01
12 16

10 00
06 05
12 02
03 14
11 16

10 06
09 04
14 08
14 04

00 00
05 01
15 03
05 07

-01 -05
-04 04
-01 -09

20 25

72 84
71 78
72 55
50 48

-04 03
10 17
11 -04

S F

09 05
10 04
03 -04
19 07
13 -08

05 16
07 16
14 07
10 05
10 -08

13 01
06 03
25 27
15 06

06 00
08 -02
07 11
09 12

13 02
12 06
14 03
08 13

08 -03
01 08
07 17
06 05

72 62
69 64
70 58

S F S F

16 23 29 20
17 09 16 06
19 05 14 -02
14 -04 -23 -11
14 27 08 16

01 09 05 06
01 05 06 03
02 -18 -07 -10
06 03 -02 -03
05 27 05 16

06 23 -08 -03
10 03 01 12
06 05 06 06
08 01 -04 -05

06 -05 00 -03
08 -10 -02 01
08 21 00 01
05 09 00 -02

10 -05 -07 01
05 20 03 -04
08 -09 03 09
00 14 04 07

14 02 08 -06
11 -01 03 03
01 -06 04 08
16 10 -01 -02

05 -03 09 03
11 11 -08 04
07 10 -02 -03

ats

i
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alizable (e.g., a teacher who was judged to be
well organized but lacking enthusiasm in one
course was likely to receive a similar pattern
of ratings in other classes). These findings
clearly demonstrate that student ratings are
multidimensional, that the same factors
underlie ratings in different disciplines and
at different levels, and that similar ratings
underlie faculty evaluations of their own
teaching effectiveness.

In a study designed to test the applica-
bility of North American surveys in an
Australian university, Marsh (1981a) asked
students to select a "good" and a "poor" in-
structor from their previous experience and
to evaluate these instructors on a survey that
contained items from both my SEEQ and
Frey's Endeavor instrument that were de-
scribed earlier. Even though most of these
students had never before evaluated teach-
ing effectiveness and the educational setting
in Australian universities differs from North
American universities, students indicated
that virtually all the items in both instru-
ments were appropriate. Separate factor
analyses of responses to the SEEQ and En-
deavor items identified the factors the re-
spective instruments were designed to
measure. All factors (except Workload/
Difficulty on SEEQ and Course Demands on
Endeavor) significantly differentiated be-
tween good and poor teachers. An MTMM
analysis was conducted (see Table 2) on
correlations between SEEQ and Endeavor
factors. The convergent validities—corre-
lations between factors that were hypothe-
sized to be matching (underlined in Table 2;
median r = .81)—were much higher than
correlations between nonmatching factors
(median r = .35), and approached the reli-
ability of the rating factors (.91). A similar
study (Marsh, Touron, & Wheeler, in press)
was recently conducted at a Spanish uni-
versity where the SEEQ and Endeavor items
were translated into Spanish. The Spanish
study also differed from the Australian study
in that each student selected three instruc-
tors to represent a "good," an "average," and
a "poor" instructor. The results of the
Spanish study substantially replicated those
from the Australian study, and the results of
the corresponding MTMM matrix also ap-
pear in Table 2. The findings from both
studies support the generality of the evalu-



Table 2
Multitrait-Multimethod Matrix of Correlations Among Students' Evaluations of Educational Quality (SEEQ) and Endeavor Factors From
Responses by Spanish Students (N = 627 Sets or Ratings) and Australian Students (N = 316 Sets)

Factor

SEEQ
1. Group Interaction

Australian
Spanish

2. Learning/Value
Australian
Spanish

3. Workload/Difficulty
Australian
Spanish

4. Exams/Grading
Australian
Spanish

5. Individual Rapport
Australian
Spanish

6. Organization/Clarity
Australian
Spanish

7. Enthusiasm
Australian
Spanish

8. Breadth of Coverage
Australian
Spanish

9. Assignments/Readings
Australian
Spanish

Endeavor
10. Class Discussion

Australian
Spanish

11. Student Accomplishments
Australian
Spanish

1

(94)
(94)

26
39

-05
04

33
42

54
68

24
39

39
47

42
62

22
32

88
93

33
46

2

(92)
(92)

06
08

46
50

31
43

52
50

55
65

39
55

37
25

29
37

80
86

3

(91)
(79)

20
13

-03
-05

-15
02

-04
22

-01
12

07
-05

-03
03

-10
11

4

(81)
(85)

32
39

48
46

52
40

46
52

39
26

33
38

56
52

SEEQ

5

(93)
(90)

33
43

47
43

40
55

18
29

57
69

37
51

Endeavor

6 7 8 9 10 11 12 13 14 15 16

(93)
(91)

60 (95)
64 (92)

47 49 (88)
45 57 (89)

35 37 33 (84)
18 24 36 (84)

20 45 39 22 (85)
38 43 59 29 (92)

70 63 49 39 29 (85)
55 66 60 31 44 (87)

1to
H

3
s
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ation factors across independently con-
structed instruments and quite different
educational settings.

Frey (1978) argued that two higher-order
factors underlie the seven Endeavor di-
mensions, and he demonstrated quite dif-
ferent patterns of relations between each of
the proposed higher-order factors and other
variables such as class size, class-average
grade, student learning in multisection va-
lidity studies, and an index of research
citation counts. Frey argued that many of
the inconsistencies in the student evaluation
literature result from the inappropriate uni-
dimensional analysis of ratings, which should
be examined in terms of separate dimen-
sions. Although the thrust of Frey's argu-
ment is similar to the emphasis here, his
justification for summarizing the seven En*
deavor dimensions with two higher-order
dimensions is dubious. His analysis was
based on responses to only 7 of the 21 En-
deavor items, the higher-order factors were
not easily interpreted, no attempt was made
to test the ability of the two-factor solution
to fit responses fro.m the 21 items, other re-
search has shown that responses to the 21
items do identify seven factors (Frey et al.,
1975; Marsh, 1981a), and confirmatory factor
analytic techniques designed to test
higher-order structures were not used.
Nevertheless, his findings do demonstrate
that the relation between student ratings
and other variables does depend on the
component of teaching effectiveness being
measured.

Implicit Theories of Teaching Behaviors

Abrami, Leventhal, and Dickens (1981),
Larson (1979), Whitely and Doyle (1976),
and others have argued that dimensions
identified by factor analyses of students'
evaluations may reflect raters' implicit
theories about dimensions of teacher be-
haviors in addition to, or instead of, dimen-
sions of actual teaching behaviors. For ex-
ample, if a rater assumes that the occurrence
of behaviors X and Y are highly correlated
and knows that the person being rated is
high on X, then the rater may rate the person
as high on Y even though the rater does not
have an adequate basis for rating Y. Im-
plicit theories are likely to have a particularly
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large impact on factor analyses of individual
student responses, which further argues
against the use of the individual student as
the unit of analysis. In fact, if the ratings by
individual students within the same class are
factor analyzed and it is assumed that the
stimulus being judged is constant for dif-
ferent students—a problematic assump-
tion—then the derived factors reflect pri-
marily implicit theories.

Whitely and Doyle (1976) suggest that
students' implicit theories are controlled for
when factor analyses are performed on
class-average responses, and Abrami, Lev-
enthal, and Dickens (1981) warn that it is
only when students are randomly assigned
to classes that the "computation of class-
means cancels out individual student ex-
pectations and response patterns as sources
of variability" (p. 13). However, Larson
(1979) demonstrated that even class-average
responses, whether or not based on random
assignment, are affected by implicit theories
if the implicit theories generalize across
students; it is only the implicit theories that
are idiosyncratic to individual students,
along with a variety of sources of random
variation, that are canceled out in the for-
mation of class averages. Larson goes on to
argue that the validity of students' implicit
theories cannot be tested with alternative
factor analytic procedures based on student
ratings, no matter what the unit of analysis,
and that independent measures are needed.
Hence, the similarity of the factor structures
resulting from student ratings and instructor
self-evaluations shown in Table 1 is partic-
ularly important. Although students and
instructors may have similar implicit theo-
ries, instructors are uniquely able to observe
their own behaviors and have little need to
rely on implicit theories in forming their
self-ratings. Thus, the similarity of the two
factor structures supports the validity of the
rating dimensions that were identified.

Summary of the Dimensionality of
Student Ratings

In summary, most student evaluation in-
struments used in higher education, both in
research and in actual practice, have not
been developed using systematic logical and
empirical techniques such as those described
in this article. The surveys reviewed earlier

each provided clear support for the multi-
dimensionality of students' evaluations.
The debate about which specific components
of teaching effectiveness can and should be
measured has not been resolved, though
there seems to be consistency in those that
are measured by the most carefully designed
surveys. Students' evaluations cannot be
adequately understood if this multidi-
mensionality is ignored. Many orderly,
logical relations are misinterpreted or cannot
be consistently replicated because of this
failure, and the substantiation of this claim
will constitute a major focus of this article.
Instruments used to collect students' eval-
uations of teaching effectiveness should be
designed to measure separate components
of teaching effectiveness, and support for
both the content and construct validity of
the multiple dimensions should be demon-
strated.

Reliability, Stability, and Generalizability

Reliability

The reliability of student ratings is com-
monly determined from the results of item
analyses (i.e., correlations among responses
to different items designed to measure the
same component of effective teaching) and
from studies of interrater agreement (i.e.,
agreement among ratings by different stu-
dents in the same class). The internal con-
sistency among items is consistently high,
but it provides an inflated estimate of reli-
ability because it ignores the substantial
portion of error due to the lack of agreement
among different students, and so it generally
should not be used (see Gilmore, Kane, &
Naccarato, 1978 for further discussion). It
may be appropriate, however, for deter-
mining whether the correlations between
multiple facets have become so large that the
separate facets cannot be distinguished, as
in multitrait—multimethod (MTMM)
studies.

The correlation between responses by any
two students in the same class (i.e., the sin-
gle-rater reliability) is typically in the .20s,
but the reliability of the class-aVerage re-
sponse depends on the number of students
rating the class (see Feldman, 1977, for a
review of methodological issues and empir-
ical findings). For example, the estimated
reliability for SEEQ factors is about .95 for
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the average response from 50 students, .90
from 25 students, .74 from 10 students, .60
from five students, and only .23 for one stu-
dent. Given a sufficient number of students,
the reliability of class-average student rat-
ings compares favorably with that of the best
objective tests. In most applications, this
reliability of the class-average response,
based on agreement among all the different
students within each class, is the appropriate
method for assessing reliability. Recent
applications of generalizability theory
demonstrate how error due to differences
between items and error due to differences
between ratings of different students can
both be incorporated into the same analysis,
but the error due to differences between
items appears to be quite small (Gilmore et
al., 1978).

Long-Term Stability

Some critics suggest that students cannot
recognize effective teaching until after being
called upon to apply course materials in
further coursework or after graduation.
According to this argument, former students
who evaluate courses with the added per-
spective of time will differ systematically
from students who have just completed a
course when evaluating teaching effective-
ness. Cross-sectional studies (Centra, 1979;
Marsh, 1977) have shown good correlational
agreement between the retrospective ratings
of former students and those of currently
enrolled students. In a longitudinal study
(Marsh & Overall, 1979a; Overall & Marsh,
1980) the same students evaluated classes at
the end of a course and again several years
later, at least 1 year after graduation.
End-of-class ratings in 100 courses corre-
lated .83 with the retrospective ratings (a
correlation approaching the reliability of the
ratings), and the median rating at each time
was nearly the same. Firth (1979) asked
students to evaluate classes at the time of
graduation from their university (rather
than at the end of each class) and 1 year after
graduation, and he also found good agree-
ment between the two sets of ratings by the
same students. These studies demonstrate
that student ratings are quite stable over
time, and argue that added perspective does
not alter the ratings given at the end of a
course.

In the same longitudinal study, Marsh (see
Marsh & Overall, 1979a) demonstrated that
consistent with previous research, the sin-
gle-rater reliabilities were generally in the
.20s for both end-of-course and retrospective
ratings. (Interestingly, the single-rater
reliabilities were somewhat higher for the
retrospective ratings.) However, the median
correlation between end-of-class and retro-
spective ratings, when based on responses by
individual students instead of class-average
responses, was .59. The explanation for this
apparent paradox is the manner in which
systematic unique variance, as opposed to
random error variance, is handled in deter-
mining the single-rater reliability estimate
and the stability coefficient. Variance that
is systematic, but unique to the responses of
a particular student, is taken to be error
variance in the computation of the single-
rater reliability. However, if this systematic
variance was stable over the several year
period between the end-of-course and re-
trospective ratings for an individual student,
a demanding criterion, then it is taken to be
systematic variance rather than error vari-
ance in the computation of the stability
coefficient. While conceptual differences
between internal consistency and stability
approaches complicate interpretations, there
is clearly an enduring source of systematic
variation in responses by individual students
that is not captured by internal consistency
measures. This also argues that although
the process of averaging across the ratings
produces a more reliable measure, it also
masks much of the systematic variance in
individual student ratings, and that there
may be systematic differences in ratings
linked to specific subgroups of students
within a class (also see Peldman, 1977).
Various subgroups of students within the
same class may view teaching effectiveness
differently, and may be differentially af-
fected by the instruction they receive, but
there has been surprisingly little systematic
research to examine this possibility.

Generalizability: Teacher and Course
Effects

Researchers have also asked how highly
correlated student ratings are in two differ-
ent courses taught by the same instructor,
and even in the same course taught by dif-
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Table 3
Correlations Among Different Sets of Classes for Student Ratings and
Background Characteristics

Measure

Student rating
Learning/Value
Enthusiasm
Organization/Clarity
Group Interaction
Individual Rapport
Breadth of Coverage
Examinations/Grading
Assignments
Workload/Difficulty
Overall course
Overall instructor
Mean coefficient

Background characteristic
Prior subject interest
Reason for taking course (percent indicating

general interest)
Class average expected grade
Workload/difficulty
Course enrollment
Percent attendance on day evaluations

administered
Mean coefficient

Same
teacher,

same
course

.696

.734

.676

.699

.726

.727

.633

.681

.733

.712

.719

.707

.635

.770

.709

.773

.846

.406

.690

Same
teacher,
different
course

.563

.613

.540

.540 „

.542

.481

.512

.428

.400

.591

.607

.523

,312

.448

.405

.400

.312

.164

.340

Different
teacher,

same
course

.232

.011
-.023

.291

.180

.117

.066

.332

.392
-.011
-.051

.140

.563

.671

.483

.392

.593

.214

.491

Different
teacher,
different
courses

.069

.028
-.063

.224

.146

.067
-.004

.112

.215
-.065
-.059

.061

.209

.383

.356

.215

.058

.045

.211

ferent teachers on two different occasions.
This research is designed to address three
related questions. First, what is the gener-
ality of the construct of effective teaching as
measured by students' evaluations? Sec-
ond, what is the relative importance of the
effect of the instructor who teaches a class on
students' evaluations, compared with the
effect of the particular class being taught?
If the impact of the particular course is large,
then the practice of comparing ratings of
different instructors for tenure/promotion
decisions may be dubious. Third, should
ratings be averaged across different courses
taught by the same instructor?

In my 1981 study (Marsh, 1981b) I ar-
ranged ratings of 1,364 courses into sets of
four such that each set contained ratings of
the same instructor teaching the same course
on two occasions, the same instructor
teaching two different courses, and the same
course taught by a different instructor. For
an overall instructor rating item the corre-
lation between ratings of different instruc-
tors teaching the same course was -.05,

whereas correlations for the same instructor
in different courses (.61) and in two different
offerings of the same course (.72) were much
larger (see Table 3). Although this pattern
was observed in each of the SEEQ factors,
the correlation between ratings of different
instructors in the same'course (i.e., a course
effect) was slightly higher for some evalua-
tion factors (e.g., Workload/Difficulty, As-
signments, and Group Interaction) but had
a mean of only .14 across all the factors. In
marked contrast, correlations between
background variables in different sets of
courses (e.g., prior subject interest, class size,
reason for taking the course) were higher for
the same course taught by two different in-
structors than for two different courses
taught by the same instructor (see Table 3).
Based on a path analysis of these results, I
argued that the effect of the teacher on stu-
dent ratings of teaching effectiveness is
much larger than is the effect of the course
being taught, and that there is a small por-
tion of reliable variance that is unique to a
particular instructor in a particular course
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that generalizes across different offerings of
the same course taught by the same in-
structor. Hence, students' evaluations pri-
marily reflect the effectiveness of the in-
structor rather than the influence of the
course, and some instructors may be
uniquely suited to teaching some specific
courses. A systematic examination of the
suggestion that some teachers are better
suited for some specific courses, and that this
can be identified from the results from a
longitudinal archive of student ratings, is an
important area for further research.

Marsh and Overall (1981) examined the
effect of course and instructor in a setting
where all students were required to take all
the same courses, thus eliminating many of
the problems of self-selection. The same
students evaluated instructors at the end of
each course and again 1 year after graduation
from the program. For both end-of-course
and follow-up ratings, the particular in-
structor teaching the course accounted for
5 to 10 times as much variance as the course.
These findings again demonstrate that the
instructor is the primary determinant of
student ratings rather than the course he or
she teaches.

Marsh and Hocevar (1984) also examined
the consistency of the multivariate structure
of student ratings. University instructors
who taught the same course at least four
times over a 4-year period were evaluated by
different groups of students in each of the
four courses (N = 314 instructors, 1,254
classes, 31,322 students). Confirmatory
factor analysis demonstrated not only the
generalizability of the ratings of the in-
structors across the four sets of courses, but
also the the generalizability of multivariate
structure. For example, an instructor who
was evaluated to be enthusiastic but poorly
organized in one class received a similar
pattern of ratings in other offerings of the
same course. The results of this study
demonstrate a consistency of the factor
structure across the different sets of courses,
a relative lack of method/halo effect in the
ratings, and a generalizability of the multi-
variate structure; all of which provide a
particularly strong demonstration of the
multifaceted nature of student ratings.

Gilmore et al. (1978), applying generaliz-
ability theory to student ratings, also found

that the influence of the instructor who
teaches the course is much larger than that
of the course that is being taught. They
suggested that ratings for a given instructor
should be averaged across different courses
to enhance generalizability. If it is likely
that an instructor will teach many different
classes during his or her subsequent career,
then tenure decisions should be based on as
many different courses as possible; Gilmore
et al. suggest at least five. However, if it is
likely that an instructor will continue to
teach the same courses in which he or she has
already been evaluated, then results from at
least two different offerings of each of these
courses is suggested. These recommenda-
tions require that a longitudinal archive of
student ratings be maintained for personnel
decisions. These data would provide for
more generalizable summaries, the assess-
ment of changes over time, and the deter-
mination of which particular courses are best
taught by a specific instructor. It is indeed
unfortunate that some universities system-
atically collect students' evaluations but fail
to keep a longitudinal archive of the results.
Such an archive would help overcome some
of the objections to student ratings (e.g., idio-
syncratic occurrences in one particular set of
ratings), enhance their usefulness, and pro-
vide an important data base for further re-
search.

Validity

Student ratings, which constitute one
measure of teaching effectiveness, are diffi-
cult to validate because there is no single ^
criterion of effective teaching. Researchers
who use a construct validation approach
have attempted to demonstrate that student
ratings are logically related to various other
indicators of effective teaching. In this ap-
proach ratings are required to be substan-
tially correlated with a variety of indicators
of effective teaching and less correlated with
other variables. In particular, rating factors
are required to be most highly correlated
with variables to which they are most logi-
cally and theoretically related. Within this
framework, evidence for the long-term sta-
bility and the generalizability of student
ratings described in the Reliability section
may be interpreted as support for their va-
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lidity. The most widely accepted criterion
of effective teaching is student learning, but
other criteria include changes in student
behaviors, instructor self-evaluations, the
evaluations of peers and/or administrators
who actually attend class sessions, the fre-
quency of occurrence of specific behaviors
observed by trained observers, and the ef-
fects of experimental manipulations.

Multisection Validity Studies

It is difficult to validate students' evalu-
ations against student learning measured by
objective examination, because examination
scores in different courses normally cannot
be compared. However, this may be possi-
ble in large multisection courses in which
different groups of students are presented
the same materials by different instructors.
In the ideal multisection validity study, (a)
there are many sections of a large multisec-
tion course; (b) students are randomly as-
signed to sections or at least enroll without
any knowledge about the sections or who will
teach them; (c) there are pretest measures
available that correlate substantially with
final course performance for individual
students; (d) each section is taught com-
pletely by a separate instructor; (e) each
section has the same course outline, text-
books, course objectives, and final exami-
nation; and (f) the final examination is con-
structed to reflect the common objectives by
some person who does not actually teach any
of the sections, and, if there is a subjective
component, is graded by an external person
(for further discussion see Cohen, 1981;
Marsh, 1980a; Marsh & Overall, 1980).
Support for the validity of the student rat-
ings would be demonstrated when the sec-
tions that evaluate the teaching as most ef-
fective near the end of the course are also the
sections that perform best on standardized
final examinations, and when plausible
counter-explanations are not viable.

Rodin and Rodin (1972) reported a nega-
tive correlation between section-average
grade and section-average evaluations of
graduate students in charge of different quiz
sections. Ironically, this highly publicized
study did not really constitute a multisection
validity study as described above, and con-
tained serious methodological problems.

First, the ratings were not of the instructor
in charge of the course but of teaching as-
sistants who played a small ancillary role in
the actual instruction. Thus, there was no
way to separate achievement produced by a
teaching assistant from that due to the in-
structor; a student who put too much reli-
ance on the teaching assistant at the expense
of lectures by the instructor might evaluate
the assistant highly and perform poorly on
the exam. Doyle (1975) also argued that a
negative correlation might be expected be-
cause it would be the less able students who
would have the most need for the supple-
mental services provided by the teaching
assistants. Second, the study was conducted
during the third term of a year-long course,
and students were free to change teaching
assistants between terms. Furthermore,
during the third term students were not even
required always to attend sections led by the
same teaching assistant. Consequently, the
effects of different teaching assistants on
student achievement were confounded.
Third, there was no adequate measure of
course achievement; performance was eval-
uated with problems given at the end of each
segment of the course, and students could
repeat each exam as many as six times
without penalty. Hence, a teaching assis-
tant who engendered resentment by apply-
ing added pressure on students to continue
retaking the exam might be evaluated poorly
even though his or her students eventually
got more problems correct. Because there
was no final examination, there is no evi-
dence that students who got more problems
correct actually knew more at the end of the
course. Fourth, these negative findings have
not been replicated in any other studies.
Hence, even though there are possible ex-
planations for the negative correlation, the
serious methodological problems in the
study render the findings uninterpretable
(also see Frey, 1978). In reviewing this
study, Doyle (1975) stated that "to put the
matter bluntly, the attention received by the
Rodin and Rodin study seems dispropor-
tionate to its rigor, and their data provide
little if any guidance in the validation of
student ratings" (p. 59). In retrospect, the
most interesting aspect of this study was that
such a methodologically flawed study re-
ceived so much attention.
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Even when the design of ratiltisection va-
lidity studies is more adequate, numerous
methodological problems may still exist.
First, the sample size in any given study is
almost always quite small—the number of
different sections is generally about 15—-and
produces extremely large sampling errors.
Second, most variance in achievement scores
at all levels of education is attributable to
student presage variables and researchers
are generally unable to find appreciable ef-
fects due to differences in teacher, school
practice, or teaching method (Cooley &
Lohnes, 1976; McKeachie, 1963). In mul-
tisection validity studies so many charac-
teristics of the setting are held constant that
differences in student learning due to dif-
ferences in teaching effectiveness are even
further attenuated. Hence, although the
design is defensible, it is also quite weak for
obtaining achievement differences that are
systematically correlated with students'
evaluations. Third, the comparison of
findings across different multisection va-
lidity studies is problematic, given the lack
of consistency in measures of course
achievement and student rating instru-
ments. Fourth, other criteria of teaching
effectiveness besides student learning should
be considered; Marsh and Overall (1980)
found that different criteria of effective
teaching were not significantly correlated
with each other even though each was sig-
nificantly correlated with student ratings.
Fifth, presage variables such as initial stu-
dent motivation and particularly ability level
must be equated across sections for com-
parisons to be valid, and even random as-
signment becomes ineffective at accom-
plishing this when the number of sections is
large and the number of students within
each section is small, because by chance
alone some sections will have more able
students than others. This paradigm does
not constitute an experimental design in
which students are randomly assigned to
treatment groups that vary systematically in
terms of experimentally manipulated vari-
ables, and so the advantages of random as-
signment are not so clear cut as in a standard
experimental design. For this design the
lack of initial equivalence is particularly
critical, because initial presage variables are
likely to be the primary determinant of

end-of-course achievement. For this reason
it is important to have effective pretest
measures even when there is random as-
signment. Although this may produce a
pretest sensitization effect, the effect is likely
to be trivial because (a) the nature of pretest
variables will differ substantially from that
of posttest measures; (b) there is no inter-
vention other than the normal instruction
that students expect to receive; (c) it seems
unlikely that the collection of pretest mea-
sures will systematically affect either
teaching effectiveness or student perfor-
mance; and (d) pretest measures may al-
ready be available from student records
without having to actually be collected as
part of the study. Also, a no-pretest control
group could be included. In summary, the
multisection validity design is inherently
weak and there are many methodological
complications in its actual application.

Cohen (1981) conducted a meta-analysis
of all known multisection validity studies,
regardless of methodological problems such
as found in the Rodin and Rodin study.
Across 68 multisection courses, student
achievement was consistently correlated
with student ratings of Skill (.50), Overall
Course (.47), Structure (.47), Student
Progress (.47), and Overall Instructor (.43).
Only ratings of Difficulty had a near-zero or
a negative correlation with achievement.
The correlations were higher when ratings
were of full-time teachers, when students
knew their final grade when rating instruc-
tors, and when achievement tests were
evaluated by an external evaluator. Other
study characteristics (e.g., random assign-
ment, course content, availability of pretest
data) were not significantly related to the
results. Many of the criticisms of the mul-
tisection validity study are at least partially
answered by this meta-analysis, particularly
problems due to small sample sizes and the
weakness of the predicted effect, and per-
haps the issue of the multiplicity of
achievement measures and student rating
instruments, though perhaps not the prob-
lem of initial section equivalence. These
results provide strong support for the va-
lidity of students' evaluations of teaching
effectiveness.

In several studies (Marsh, Fleiner, &
Thomas, 1975; Marsh & Overall, 1980) I
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identified an alternative explanation for
positive results in multisection validity
studies that I called the "grading satisfaction
hypothesis" (also called the "grading le-
niency effect"). When course grades
(known or expected) and performance on the
final exam are substantially correlated, then
higher evaluations may be due to (a) more
effective teaching that produces greater
learning and higher evaluations by students;
(b) increased student satisfaction with
higher grades that causes them to reward the
instructor with higher ratings independent
of more effective teaching or greater learn-
ing; or (c) initial differences in student
characteristics (e.g., prior subject interest,
motivation, and ability) that affect both
teaching effectiveness and performance.
The first hypothesis argues for the validity
of student ratings as a measure of teaching
effectiveness, the second may be interpreted
as an undesirable bias in the ratings, and the
third is the effects of presage variables that
are accurately reflected by the student rat-
ings. Even when there are no initial differ-
ences between sections, either of the first two
explanations is viable, and Cohen's finding
that validity correlations are substantially
higher when students know their final course
grade makes the grading satisfaction hy-
pothesis a plausible counter-explanation.

Only in two studies (Marsh, Fleiner, &
Thomas, 1975; Marsh & Overall, 1980) was
the grading satisfaction hypothesis elimi-
nated as a viable alternative. We reasoned
that in order for satisfaction with higher
grades to affect students' evaluations at the
section-average level, section-average ex-
pected grades must differ at the time the
student evaluations are completed. In both
of these studies student ratings were col-
lected before the final examination, and tests
used to evaluate student performance prior
to the final examination were not standard-
ized across sections. Hence, although each
student knew approximately how his or her
performance compared with other students
within the same section, there was no basis
for knowing how the performance of any
section compared with that of other sections,
and thus there was no basis for differences
between the sections in their satisfaction

, with expected grades. Consequently, sec-

tion-average expected grades indicated by
students at the time the ratings were col-
lected did not differ significantly from one
section to the next, and were not signifi-
cantly correlated with section-average per-
formance on the final examination (even
though individual expected grades within
each section were). Here, because section-
average expected grades at the time the
ratings were collected did not vary, they
could not be the direct cause of higher stu-
dent ratings that were positively correlated
with student performance, or the indirect
cause of the higher ratings as a consequence
of increased student satisfaction with higher
grades. In most studies section-average
expected grades and section-average per-
formance on the criterion measures are
positively correlated, and the grading satis-
faction hypothesis cannot be so easily elim-
inated.

The methodologically flawed study by
Rodin and Rodin aroused considerable in-
terest in multisection validity studies, and
focused attention on the methodological
weaknesses of the design. Perhaps more
than any other type of study, the credibility
of student ratings has rested on this para-
digm. Researchers' preoccupation with the
multisection validity study has had both
positive and negative aspects. The notoriety
of the Rodin and Rodin study required that
further research be conducted. Despite
methodological problems and difficulties in
the interpretation of results, Cohen's meta-
analysis demonstrates that sections for
which instructors are evaluated more highly
by students tend to do better on standard-
ized examinations; a finding that has been
taken as strong support for the use of the
ratings. However, the limited generality of
this type of setting, the inherent weakness of
the design, and the possibility of alternative
explanations all dictate that it is important
to consider other paradigms in student-
evaluation research.

Instructor Self-Evaluations

Validity paradigms in student evaluation
research are often limited to a specialized
setting (e.g., large multisection courses) or
they use criteria such as retrospective ratings
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of former students that are unlikely to con-
vince skeptics. Hence, the validity of stu-
dent ratings will continue to be questioned
until criteria are utilized that are both ap-
plicable across a wide range of courses and
widely accepted as a indicator of teaching
effectiveness. Instructors' self-evaluations
of their own teaching effectiveness are a
criterion that satisfies both of these re-
quirements. Furthermore, instructors can
be asked to evaluate themselves with the
same instrument used by their students,
thereby testing the specific validity of the
different rating factors.

Despite the apparent appeal of instructor
self-evaluations as a criterion of effective
teaching, it has had limited application.
Centra (1973) found correlations of about .20
between faculty self-evaluations and student
ratings, but both sets of ratings were col-
lected at the middle of the term rather than
at the end of the course. Blackburn and
Clark (1975) also reported correlations of
about .20, but they only asked faculty to rate
their own teaching in a general sense rather
than their teaching in a specific class that
was also evaluated by students. In small
studies with ratings of fewer than 20 in-
structors, correlations of .31 and .65 were
reported by Braskamp, Caulley, and Costin
(1979) and .47 by Doyle and Crichton (1978).
In large studies with ratings of 50 or more
instructors, correlations of .62, .49, and .45
were reported by Webb and Nolan (1955),
Marsh, Overall, and Kesler (1979b), and
Marsh (1982c), respectively.

Marsh (1982c; Marsh, Overall, & Kesler,
1979b) conducted the only studies where
faculty in a large number of courses (81 and
329) were asked to evaluate their own
teaching on the same multifaceted evalua-
tion instrument completed by students. In
both studies separate factor analyses of
teacher and student responses identified the
same evaluation factors (see Table 1 for 1982
results); student-teacher agreement on every
dimension was significant (median rs - .49
and .45; see Table 4 for 1982 results); and
mean differences between student and fac-
ulty responses were small and not statisti-
cally significant for most items, and were
unsystematic when differences were signif-
icant (i.e., student ratings were higher than

faculty self-evaluations in some areas but
lower in others).

In MTMM studies, multiple traits (the
student rating factors) are assessed by mul-
tiple methods (student ratings and instruc-
tor self-evaluations). Consistent with the
construct validation approach discussed
earlier, correlations (see Table 4 for MTMM
matrix from 1982 study) between student
ratings and instructor self-evaluations on the
same dimension (i.e., convergent validi-
ties—median rs = .49xand .45) were higher
than correlations between ratings on non-
matching dimensions (median rs = -.04 and
.02), and this is taken as support for the di-
vergent validity of the ratings. In the second
study, separate analyses were also performed
for courses taught by teaching assistants,
undergraduate level courses taught by fac-
ulty, and graduate level courses. Support
for both the convergent and divergent va-
lidity of the ratings was found in each set of
courses.

This research has important implications.
First, the fact that students' evaluations
show significant agreement with instructor
self-evaluations provides a demonstration of
their validity that is acceptable to most re-
searchers and can be examined in all in-
structional settings. Second, there is good
evidence for the validity of student ratings
for both undergraduate and graduate level
courses. Third, support for the divergent
validity demonstrates the validity of each
specific rating factor as well as the ratings in
general, and argues for the importance of
using systematically developed, multifactor
evaluation instruments.

Ratings by Peers

Peer ratings, based on actual classroom
visitation, are often proposed as indicators
of effective teaching (French-Lazovich, 1981;
Centra, 1979), and hence a criterion for val-
idating students' evaluations. In studies
where peer ratings are not based on class-
room visitation (e.g., Blackburn & Clark,
1975; Guthrie, 1954; Maslow & Zimmerman,
1956), ratings by peers have correlated well
with student ratings of university instruc-
tors, but it is likely that peer ratings were
based on information from students. Centra



Table 4
Multitrait-Multimethod Matrix: Correlations Between Student and Faculty Self-Evaluations in 329 Courses

Instructor self-evaluation factor

Factor

Instructor self-evaluations
1. Learning /Value
2. Enthusiasm
3. Organization
4. Group Interaction
5. Individual Rapport
6. Breadth
7. Examinations
8. Assignments
9. Workload/Difficulty

Student evaluations
10. Learning/Value
11. Enthusiasm
12. Organization
13. Group Interaction
14. Individual Rapport
15. Breadth
16. Examinations
17. Assignments
18. Workload/Difficulty

1

(83)
29
12
01

-07
13

-01
24
03

46
21
17
19
03
26
18
20

-06

2

(82)
01
03

-01
12
08

-01
-01

10
64
13
05
03
15
09
03

-03

3

(74)
-15

07
13
26
17
12

-01
-04

30
-20
-05

09
01
02
04

4

(90)
02
11
09
05

-09

08
-01
-03

52
13
00

-01
09
00

5

(82)
-01

15
22
06

-12
-02

04
00
28

-14
06

-01
03

6

(84)
20
09

-04

09
-01

07
-02
-19

42
-09

04
-03

7

(76)
22
09

-04
-03

09
-14
-03

00
17

-01
12

8

(70)
21

08
-09

00
-04
-02

09
-02

45
22

9

(70)

02
-09
-05
-08

00
02

-06
12
69

10

(95)
45
52
37
22
49
48
52
06

11

(96)
49
30
35
34
42
21
02

Student evaluation factor

12 13 14 15 16 17 18

(93)
21 (98)
33 42 (96)
56 17 15 (94)
57 34 50 33 (93)
34 30 29 40 42 (92)

-05 -05 08 18 -02 20 (87)

Note. Values in parentheses in the diagonals of the upper left and lower right matrices, the two triangular matrices, are reliability (coefficient alpha) coefficients (see
Hull & Nie, 1981). The underlined values in the diagonal of the lower left matrix, the square matrix, are convergent validity coefficients that have been corrected for
unreliability according to the Spearman Brown equation. The nine uncorrected validity coefficients, starting with Learning, would be .41, .48, .25, .46, .25, .37, .13, .36,
& .54. All correlation coefficients are presented without decimal points. Correlations greater than :10 are statistically significant.
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(1975) compared peer ratings based on
classroom visitation and student ratings at
a brand new university, thus reducing the
probable confounding of the two sources of
information. Three different peers evalu-
ated each teacher on two occasions, but there
was a relative lack of agreement among peers
(mean r = .26), which brings into question
their value as a criterion of effective teaching
and precluded any good correspondence
with student ratings (r = .20).

Morsh, Burgess, and Smith (1956) corre-
lated student ratings, student achievement,
peer ratings, and supervisor ratings in a large
multisection course. Student ratings cor-
related with achievement, supporting their
validity. Peer and supervisor ratings, al-
though significantly correlated with each
other, were not related either to student
ratings or to achievement, which suggests
that peer ratings may not have value as an
indicator of effective teaching. Webb and
Nolan (1955) reported good correspondence
between student ratings and instructor
self-evaluations, but neither of these indi-
cators was positively correlated with super-
visor ratings (which the authors indicated to
be like peer ratings). Ward, Clark, and
Harrison (1981) suggested a methodological
problem with the collection of peer ratings
in that the presence of a colleague in the
classroom apparently affects the classroom
performance of the instructor and provides
a threat to the external validity of the pro-
cedure.

In summary, peer ratings based on class-
room visitation do not appear to be sub-
stantially correlated with student ratings or
with any other indicator of effective teach-
ing. Although these findings neither sup-
port nor refute the validity of student rat-
ings, they clearly indicate that the use of peer
evaluations of university teaching for per-
sonnel decisions is unwarranted (see Scriven,
1981 for further discussion). Other reviews
of the peer evaluation process in higher ed-
ucation settings (e.g., Centra, 1979;
French-Lazovich, 1981) have also failed to
identify studies that provide empirical sup-
port for the validity of peer ratings as an in-
dicator of effective college teaching or as a
criterion for student ratings. Murray
(1980), in comparing student ratings and
peer ratings, found peer ratings to be "(1)

less sensitive, reliable, and valid; (2) more
threatening and disruptive of faculty morale;
and (3) more affected by non-instructional
factors such as research productivity" (p. 45)
than student ratings.

Behavioral Observations by External
Observers

At the precollege level, observational
records compiled by specially trained ob-
servers are frequently found to be positively
correlated with both student ratings and
student achievement (see Rosenshine, 1971;
Rosenshine & Purst, 1973 for a review), and
similar studies at the postsecondary level are
also encouraging (see Dunkin, in press;
Murray, 1980). Murray (1976) found high
positive correlations between observers'
frequency-of-occurrence estimates of spe-
cific teaching behaviors and an overall stu-
dent rating. Cranton and Hillgartner (1981)
examined relations between specific teaching
behaviors observed on videotapes of lectures
in a naturalistic setting and student ratings;
student ratings of effectiveness of discussion
were higher "when professors praised stu-
dent behavior, asked questions and clarified
or elaborated student responses" (p. 73);
student ratings of organization were higher
"when instructors spent time structuring
classes and explaining relationships" (p. 73).
Murray (1980) concluded that student rat-
ings "can be accurately predicted from out-
side observer reports of specific classroom
teaching behaviors" (p. 31).

In one of the most ambitious observation
studies, Murray (1983) trained observers to
estimate the frequency of .occurrence of
specific teaching behaviors of 54 university
instructors who had previously obtained
high, medium, or low student ratings in other
classes. A total of 18-24 sets of observer
reports were collected for each instructor.
The median of single-rater reliabilities (i.e.,
the correlation between two sets of obser-
vational reports) was .32, but the median
reliability for the average response across the
18-24 reports for each instructor was .77.
Factor analysis of the observations revealed
nine factors, and their content resembled
factors in student ratings described earlier
(e.g., Clarity, Enthusiasm, Interaction,
Rapport, Organization). The observations
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significantly differentiated among the three
criterion groups of instructors, but were also
modestly correlated with a set of background
variables (e.g., sex, age, rank, class size).
Unfortunately, Murray only considered
student ratings on an overall instructor rat-
ing item, and these were based on ratings
from a previous course rather than the one
that was observed. Hence, MTMM-type
analyses could not be used to determine
whether specific observational factors were
most highly correlated with matching stu-
dent rating factors. The findings do show,
however, that instructors who are rated dif-
ferently by students do exhibit systemati-
cally different observable teaching behav-
iors.

Some observational studies focus on a
limited range of teacher behaviors rather
than the broad spectrum of behaviors con-
sidered in research described above, and the
study of teacher clarity has been a particu-
larly fruitful example. In field or correla-
tional research, observers measure (count or
rate) clarity-related behaviors (see Land, in
press, for a description of the types of be-
haviors) in natural classroom settings and
these are related to student achievement
scores. In one such study, Land and Combs
(1981) operationally defined teacher clarity
as the number of false starts or halts in
speech, redundantly spoken words, and tan-
gles in words. More generally, teacher
clarity is a term used to describe how clearly
a teacher explains subject matter to students
and is frequently examined with student
evaluation instruments and with observa-
tional schedules. Teacher clarity variables
are important because they can be reliably
judged by students and by external observ-
ers, they are consistently correlated with
student achievement, and they are amenable
to both correlational and experimental de-
signs (see Dunkin, in press; Land, in press;
1979; Rosenshine & Furst, 1973). In ex-
perimental settings, lesson scripts are vid-
eotaped that differ only in the frequency of
clarity-related behaviors, and randomly as-
signed groups of subjects view different
lectures and complete achievement tests.
Most studies, whether they use correlational
or experimental designs, focus on the posi-
tive relation between observations of clarity
variables arid student achievement. Dunkin

(in press), and Rosenshine and Furst (1973)
were particularly impressed with the ro-
bustness of this effect and its generality
across different instruments, different raters,
and different levels of education. Although
they are not generally the primary focus in
this area of research, student ratings of
teaching effectiveness and particularly rat-
ings of teacher clarity in conjunction with
other variables have been collected in some
studies.

Land and Combs (1981; also see Land &
Smith, 1981) constructed 10 videotaped
lectures in which the frequency of clarity-
related behaviors was systematically varied
to represent the range of these behaviors
observed in naturalistic studies. Ten ran-
domly assigned groups of students each
viewed one of the lectures, evaluated the
quality of teaching on a 10-item scale, and
completed an examination. The group-
average variables (i.e., the average of student
ratings and achievement scores in each
group) were determined, and the experi-
mentally manipulated occurrence of clar-
ity-related behaviors was significantly cor-
related with both student ratings and
achievement, and student ratings and
achievement were significantly correlated
with each other. Student responses to the
item "the teacher's explanations were clear
to me" were most highly correlated with both
the experimentally manipulated clarity be-
haviors and results on the achievement test.
In an observational study, Hines, Cruiek-
shank, and Kennedy (1982) found that ob-
server ratings on a cluster of 29 clarity-re-
lated behaviors were substantially correlated
with both student ratings and achievement
in college level math courses. In a review of
such studies, Land (in press) indicated that
although clarity behaviors were significantly
related to both ratings and achievement, the
correlations with ratings were significantly
higher.

Research on teacher clarity, though not
specifically designed to test the validity of
students' evaluations, offers an important
paradigm for student evaluation research.
Teacher clarity is evaluated by items on most
student evaluation instruments, can be re-
liably observed in a naturalistic field study,
can be easily manipulated in laboratory
studies, and is consistently related to student
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achievement. Both naturalistic observa-
tions and experimental manipulations of
clarity-related behaviors are significantly
correlated with student ratings and with
achievement, and student ratings of teacher
clarity are correlated with achievement.
This pattern of findings supports the inclu-
sion of clarity on student evaluation instru-
ments, demonstrates that student ratings are
sensitive to natural and experimentally in-
duced manipulations of this variable, and
supports the construct validity of the stu-
dent ratings in such research.

Systematic observations by trained ob-
servers are positively correlated with both
students' evaluations and student achieve-
ment, even though research described in the
last section reported that peer ratings are not
systematically correlated with either stu-
dents' evaluations or student achievement.
A plausible reason for this difference lies in
the reliability of the different indicators.
Class-average student ratings are quite re-
liable, but the average agreement between
ratings by any two students (i.e., the single
rater reliability) is generally in the .20s.
Hence, it is not surprising that agreement
between.two peer visitors who attend only a
single lecture is even lower. When observers
are systematically trained and asked to rate
the frequency of quite specific behaviors,
and/or there are a sufficient number of rat-
ings of each teacher by different observers,
then it is reasonable that their observations
will be more reliable than peer ratings and
more substantially correlated with student
ratings. However, further research is
needed to clarify this suggestion. Although
peer ratings and behavioral observations
have been considered as separate in the
present article, the distinction may not be so
clear in actual practice; peers can be trained
to estimate the frequency of specific behav-
iors, and some behavior observation sched-
ules look like rating instruments. The
agreement between multifaceted observa-
tional schedules and multiple dimensions of
students' evaluations appears to be an im-
portant area for future research. However,
a word of caution must be noted. The
finding that specific teaching behaviors can
be reliably observed and that they do vary
from teacher to teacher does not mean that
they are important. Here, as with student

ratings, specific behaviors and observational
factors must also be related to external in-
dicators of effective teaching. In this re-
spect, the research conducted on teacher
clarity provides an important model.

Research Productivity

Teaching and research are typically seen
as the most important products of university
faculty. Research helps instructors to keep
abreast of new developments in their field
and to stimulate their thinking, and this in
turn provides one basis for predicting a
positive correlation between research ac-
tivity and students' evaluations of teaching
effectiveness. However, Blackburn (1974)
caricatured two diametrically opposed
opinions about the direction of the teach-
ing/research relationship: (a) a professor
cannot be a first rate teacher if he or she is
not actively engaged in scholarship; and (b)
unsatisfactory classroom performance re-
sults from the professor neglecting teaching
responsibilities for the sake of publications.
A review (Marsh, 1979; also see Centra, 1981)
of 13 empirical studies that mostly used
student ratings as an indicator of teaching
effectiveness reported that there was virtu-
ally no evidence for a negative relation be-
tween effectiveness in teaching and research;
most studies found no significant relation,
and a few studies reported weak positive
correlations. Paia (1976) found no relation
at research-oriented universities, but a small
significant relation where there was less
emphasis on research. Centra (1981), in one
of the largest studies (N = 4,596 faculty from
a variety of institutions), found weak positive
correlations (median r = .22) between
number of articles published and students'
evaluations for social sciences, but no cor-
relation in natural sciences and the human-
ities. Marsh and Overall (1979b) found that
instructor self-evaluations of their own re-
search productivity (see Table 6 in the next
section) were only modestly correlated with
their own self-evaluations of their teaching
effectiveness (rs between .09 and .41), and
were less correlated with student ratings (rs
between .02 and .21). However, 4 of these 11
correlations with students' evaluations did
reach statistical significance, and the largest
correlation was with student ratings of
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Figure 1. Model of predicted relations among teaching-related and research-related variables.

Breadth of Coverage. The researchers rea-
soned that this factor, which assesses char-
acteristics such as "instructor adequately
discussed current developments in the field,"
was the factor most logically related to re-
search activity. Linsky and Straus (1975)
found research activity was not correlated
with students' global ratings of instructors,
but did correlate modestly with student
ratings of instructors' knowledge (.27). Frey
(1978) found that citation counts for senior
faculty in the sciences were significantly
correlated with student ratings of Pedagog-
ical Skill (.37), but not student ratings of
Rapport (—.23, ns). Frey emphasized that

the failure to recognize the multifaceted
nature of students' evaluations may mask
consistent relations, and this may account
for the nonsignificant relations usually found.

Ability, time spent, and reward structure
are all critical variables in understanding the
teaching—research relation. In a model
developed to explain how these variables are
related (see Figure 1) it is proposed that (a)
the abilities to be effective at teaching and
research are positively correlated (a view
consistent with the first opinion presented
by Blackburn); (b) time spent on research
and time spent on teaching are negatively
correlated (a view consistent with the second
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opinion presented by Blackburn) and may
be influenced by a reward structure that
systematically favors one over the other; (c)
effectiveness, in both teaching and research,
is a function of both ability and time; (d) the
positive relation between abilities in the two
areas and the negative correlation in time
spent in the two areas will result in little or
no correlation in measures of effectiveness
in the two areas. Jauch (1976) found that
research effectiveness was positively corre-
lated with time spent on research and nega-
tively correlated with time spent on teaching,
and that time spent on teaching and research
were negatively correlated with each other.
Hence, although the model in Figure 1 has
not been tested, Predictions b, c, and d are
consistent with empirical findings.

Research examined in this subsection
suggests that there is a zero to low-positive
correlation between measures of research
productivity and student ratings or other
indicators of effective teaching, and that
correlations may be somewhat higher for
student rating dimensions that are most
logically related to research effectiveness.
Although these findings seem to neither
support nor refute the validity of student
ratings, they do demonstrate that measures
of research productivity cannot be used to
infer teaching effectivenes or vice versa.

Summary and Implications of Validity
Research

Effective teaching is a hypothetical con-
struct for which there is no single indicator.
Hence, the validity of students' evaluations
or of any other indicator of effective teaching
must be demonstrated through a construct
validation approach. Student ratings are
significantly and consistently related to a
number of varied criteria including the rat-
ings of former students, student achieve-
ment in multisection validity studies, faculty
self-evaluations of their own teaching ef-
fectiveness, and, perhaps, the observations
of trained observers on specific processes
such as teacher clarity. This provides sup-
port for the construct validity of the ratings.
Peer ratings, based on classroom visitation,
and research productivity were shown to
have little correlation with students' evalu-

ations, and because they are also relatively
uncorrelated with other indicators of effec-
tive teaching, their validity as measures of
effective teaching is problematic.

Additional research not described here has
considered other indicators of effective
teaching, but does not justify inclusion in an
overview; the criteria are idiosyncratic to
particular settings, are insufficiently de-
scribed, or have only been considered in a
few studies. For example, in a multisection
validity study, Marsh and Overall (1980)
found that sections who rated their teacher
most highly were more likely to pursue fur-
ther coursework in the area and to join the
local computer club (the course was an in-
troduction to computer programming).
Ory, Braskamp, and Pieper (1980) found
high correlations between student ratings
and summative measures obtained from
open-ended comments and a group interview
technique, although the ratings proved to be
the most cost effective procedure. Marsh
and Overall (1979b) asked lecturers to rate
how well they enjoyed teaching relative to
their other duties, such as research, com-
mittees, and so on. Instructor enjoyment of
teaching was significantly and positively
correlated with students' evaluations and
instructor self-evaluations (see Table 6 in the
next section), and the highest correlations
were with ratings of Instructor Enthusiasm.
Surprisingly, little research has been done on
the ability of colleagues to evaluate" aspects
of teaching such as course content, quality
of examinations, and of reading lists; nor on
the correlation between such evaluations and
student ratings.

Nearly all researchers argue strongly that
it is absolutely necessary to have multiple
indicators of effective teaching whenever the
evaluation of teaching effectiveness is to be
used for personnel/tenure decisions. This
emphasis on multiple indicators is clearly
reflected in research described in this article.
However, it is critical that the validity of all
indicators of teaching effectiveness, not just
student ratings, be systematically examined
before they are actually recommended for
use in personnel/tenure decisions. It seems
ironic that researchers who argue that the
validity of student ratings has not been suf-
ficiently demonstrated, despite the pre-
ponderance of research supporting their
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validity, are so willing to accept other indi-
cators that have not been tested or have been
shown to have little validity.

Relation to Background Characteristics:
The Witch Hunt for Potential Biases in

Students' Evaluations

The construct validity of students' eval-
uations requires that they be related to
variables that are indicative of effective
teaching, but relatively uncorrelated with
variables that are not (i.e., potential biases).
Because correlations between student rat-
ings and other indicators of effective teach-
ing rarely approach their reliability, there is
considerable residual variance in the ratings
that may be related to potential biases.
Furthermore, faculty members generally
believe that students' evaluations are biased
by a number of factors they believe to be
unrelated to teaching effectiveness. In a
survey conducted at a major research uni-
versity where SEEQ was developed (Marsh
& Overall, 1979b) faculty members were
asked which of a list of 17 characteristics
would cause a substantial bias to student
ratings, and over half the respondents cited
course difficulty (72%), grading leniency
(68%), instructor popularity (63%), student
interest in subject before course (62%),
course workload (60%), class size (60%),
reason for taking the course (£5%), and stu-
dent's grade point average (GPA; 53%). In
the same survey faculty members indicated
that some measure of teaching quality
should be given more emphasis in personnel
decisions than was presently the case and
that student ratings provided useful feed-
back to faculty. A dilemma existed in that
faculty members wanted teaching to be
evaluated, but were dubious about any pro-
cedure to accomplish this purpose. They
were skeptical about the accuracy of student
ratings for personnel decisions but were even
more critical of classroom visitation, self-
evaluations, and other alternatives.
Whether or not potential biases actually af-
fect student ratings, their utilization will be
hindered so long as instructors think they are
biased.

Marsh and Overall (1979b) also asked in-
structors to consider the special circum-
stances involved in teaching a particular

course (e.g., class size, content area, students'
interest in the subject, etc.) and to rate the
"ease of teaching this particular course."
These ratings of ease-of-teaching (see Table
6) were not significantly correlated with any
of the student rating factors and were nearly
uncorrelated with instructor self-evalua-
tions. Scott (1977) asked instructors to in-
dicate which, if any, "extenuating circum-
stances" (e.g., class size, class outside area of
competence, first time taught the course, as
well as an "other" category) would adversely
hinder students' evaluations. The only ex-
tenuating circumstances to actually affect a
total score representing the students' eval-
uations was class size, and this effect was
small. These two studies suggest that ex-
tenuating circumstances that lecturers think
might adversely affect students' evaluations
in a particular course apparently have little
effect, and also support earlier conclusions
that the particular course has relatively little
affect on students' evaluations compared
with the effect of the lecturer who teaches
the course.

Several large studies have looked at the
multivariate relation between a compre-
hensive set of background characteristics
and students' evaluations. In such research
it is important that similar variables not be
included both as items on which students
rate teching effectiveness and as background
characteristics, particularly when reporting
some summary measure of variance ex-
plained. For example, Price and Magoon
(1971) found that 11 background variables
explained over 20% of the variance in a set of
24 student rating items. However, variables
that most researchers would consider to be
part of the evaluation of teaching (e.g.,
availability of instructor, explicitness of
course policies) were considered as back-
ground characteristics and contributed to
the variance explained in the student ratings.
Similarly, in a canonical correlation relating
a set of class characteristics to a set of stu-
dent ratings Pohlman (1975) found that over
20% of the variance in five student rating
items (i.e., the redundancy statistic de-
scribed by Cooley & Lohnes, 1976) could be
explained by background characteristics.
However, the best predicted student rating
item was course difficulty, and it was sub-
stantially correlated with the conceptually
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P = + 0,20
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(General Interest)
—p = - 0.14

Figure 2. Path analysis model relating prior subject interest, reason for taking course, expected grade,
and Workload/Difficulty. (Path coefficients for the student rating factors appear in Table 5.)

similar background characteristics of hours
spent outside of class and expected grades.

Other multivariate studies have been more
careful to separate variables considered as
part of the students' evaluations from
background characteristics. Brown (1976)
found that 14% of the variance in an average
of student rating items could be explained
but that expected grade accounted for the
most variance. Burton (1975) showed that
eight background items explained 8%-15%
of the variance in instructor ratings over a
seven-semester period, but that the most
important variable was student enthusiasm
for the subject. Stumpf, Freedman, and
Aguanno (1979) found that background
variables ac9ounted for very little of the
variance in student ratings after the effects
of expected grades (which they reported to
account for about 5% of the variance) had
been controlled.

A few studies have considered both mul-
tiple background characteristics and multi-
ple dimensions of students' evaluations.
One study (Marsh, 1980b) found that a set
of 16 background characteristics explained
about 13% of the variance in the set of SEBQ
dimensions. However, the amount of vari-
ance explained varied from more than 20%
in the overall course rating and the learn-
ing/value dimension, to about 2% of the or-
ganization and individual rapport dimen-
sions. Pour background variables were most
important and could account for nearly all
the explained variance; more favorable rat-
ings were correlated with higher prior subject
interest, higher expected grades, higher
levels of Workload/Difficulty, and a higher
percentage of students taking the course for

general interest only. A path analysis (see
Figure 2 and Table 5) demonstrated that
prior subject interest had the strongest im-
pact on student ratings, and that this vari-
able also accounted for about one-third of
the relation between expected grades and
student ratings. Another study (Marsh,
1983) demonstrated a similar pattern of re-
sults in five different sets of courses (one of
which was the set of courses used in the 1980
study) representing diverse academic disci-
plines at the graduate and undergraduate
level, although the importance of a particular
characteristic varied somewhat with the
academic setting.

Based on a review of large multivariate
studies that examine the combined effect of
a set of background variables on student
ratings, it appears that between 5% and 20%
of the variance in student ratings can be ex-
plained, depending on the nature of the
student rating items, the background char-
acteristics, and perhaps the academic disci-
pline. Prior subject interest, expected

; grades, and perhaps Workload/Difficulty
seem to be the background variables most
strongly correlated with students' evalua-
tions of teaching.

A Construct Approach to the Study of
Bias

The finding that a set of background
characteristics are correlated with students'
evaluations of teaching effectiveness should
not be interpreted to mean that the ratings
are biased, although this conclusion is often
inferred by researchers. Support for a bias
hypothesis, as with the study of validity,
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Table 5
Path Analysis Model Relating Prior Subject Interest, Reason for Taking Course, Expected
Grade and Workload/Difficulty to Student Ratings

Factor

I. Prior Subject
Interest

Student ratings

Learning/Value
Enthusiasm
Organization
Group Interaction
Individual Rapport
Breadth
Exams/Grading
Assignments
Overall course
Overall instructor

Variance
components0

DC

36
17

-04
21

-05
-07
-05

11
23
12

2.9%

TC

44
23

-04
28
09

-03
03
19
32
20

5.1%

Orig
r

44
23

-03
29
09

-03
03
20
33
20

5.3%

II. Reason (General
Interest Only)

DC

15
09
16
06

-01
23
12
21
19
13

2.3%

TC

13
08
16
06

-02
19
10
17
15
11

1.5%

Orig
r

15
09
16
07

-02
19
10
18
16
12

1.8%

III. Expected
Course Grade

DC

26
20
03
30
18
06
25
19
26
24

4.5%

TC

20
16
02
27
16

-01
18
09
15
17

2.6%

Orig
r

29
20
01
31
17

-02
18
13
22
20

4.0%

IV. Workload/
Difficulty

DC

17
11
04
06
06
21
20
30
30
17

3.6%

TC

17
11
04
06
06
21
20
30
30
17

3.6%

Orig
r

12
06
00

-02
01
15
10
23
23
10

1.8%

Note. The methods of calculating the path coefficients (p values in Figure 2), Direct Causal Coefficients (DC),
and Total Causal Coefficients (TC) are described by Marsh (1980a). Orig r = original student rating. See Figure
2 for the corresponding path model.
a Calculated by summing the squared coefficients, dividing by the number of coefficients, and multiplying by
100%.

must be based on a construct approach.
This approach requires that the background
characteristics hypothesized to bias stu-
dents' evaluations be examined in studies
that are relatively free from methodological
flaws using different approaches and that are
interpreted in relation to a specific definition
of bias. Despite the huge effort in this area
of student-evaluation research, such a sys-
tematic approach is rare. Perhaps more
than any other area of student-evaluation
research, the search for potential biases is
extensive, confused, contradictory, misin-
terpreted, and methodologically flawed. In
the subsections that follow, methodological
weaknesses common to many studies are
presented, theoretical definitions of bias are
discussed, and alternative approaches to the
study of bias are considered. The purpose
of these subsections is to provide guidelines
for evaluating existing research and for
conducting future research. Finally, within
this context, relations between students'
evaluations and specific characteristics fre-
quently hypothesized to bias student ratings
are examined.

Methodological Weaknesses Common to
Many Studies

Important and common methodological
problems in the search for potential biases
to students' evaluations include the fol-
lowing:

1. Using correlation to argue for causa-
tion. The implication that some variable
biases student ratings argues that causation
has been demonstrated, whereas correlation
only implies that a relation exists.

2. Neglect of the distinction between
practical and statistical significance. All
conclusions should be based on some index
of effect size as well as on tests of statistical
significance.

3. Failure to consider the multivariate
nature of both student ratings and a set of
potential biases.

4. Selection of an inappropriate unit of
analysis. Because nearly all applications of
students' evaluations are based on class-
average responses, this is nearly always the
appropriate unit of analysis. The size and
even the direction of correlations based on
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class-average responses may be different
from correlations obtained when the analysis
is performed on responses by individual
students. Hence, effects based on individual
students as the unit of analysis must also be
demonstrated to operate at the class-average
level.

5. Failure to examine the replicability of
findings in a similar setting and their gen-
eralizability to different settings. This is
particularly a problem in studies based on
small sample sizes or on classes from a single
academic department at a single institu-
tion.

6. The lack of an explicit definition of bias
against which to evaluate effects. If a vari-
able actually affects teaching effectiveness
and this effect is accurately reflected in
student ratings, then the influence is not a
bias.

7. Questions of appropriateness of ex-
perimental manipulations. Studies that
attempt to simulate hypothesized biases
with operationally defined experimental
manipulations must demonstrate that the
size of the manipulation and the observed
effects are representative of results likely to
occur in the actual application of students'
evaluations (i.e., they must examine threats
to the external validity of the findings).

Theoretical Definitions of Bias

An important problem in research that
examines the effect of potential biases on
students' evaluations is that adequate defi-
nitions of bias have not been formulated.
The mere existence of a significant correla-
tion between students' evaluations and some
background characteristic should not be
interpreted as support for a bias hypothesis.
Even if a background characteristic is caus-
ally related to students' evaluations, there is
insufficient evidence to support a bias hy-
pothesis. For example, it can be plausibly
argued that many of the validity criteria
discussed earlier, the alternative indicators
of effective teaching such as student learning
and experimental manipulations of teacher
clarity, are causally related to students'
evaluations, but it makes no sense to argue
that they bias students' evaluations. Sup-
port for a bias hypothesis must be based on

a theoretically defensible definition of what
constitutes a bias. Alternative definitions
of bias, which are generally implicit rather
than explicit, are described below.

One possible example, the simplistic bias
hypothesis, is that if an instructor (a) gives
students high grades; (b) demands little
work of students; and (c) agrees to be eval-
uated in small classes only; then (d) he or she
will be favorably evaluated on all rating
items. Implicit in this hypothesis is the as-
sumption that instructors will be rewarded
on the basis of these characteristics rather
than effective teaching. Two of my studies
(Marsh, 1980b, 1983) refute such a hypoth-
esis. The clarity of the factor structure
underlying SEEQ demonstrates that stu-
dents differentiate their responses on the
basis of more than just global impressions,
so that potential biases, if they do have an
effect, will affect different rating dimensions
differentially. No background variable was
substantially correlated with more than a
few SEEQ factors, and each showed little or
no correlation with some of the SEEQ fac-
tors. The percentage of variance that could
be explained in different dimensions varied
dramatically. Furthermore, the direction
of the Workload/Difficulty effect was op-
posite to that predicted by the hypothesis,
whereas the class size effect was small for
factors other than Group Interaction and
Individual Rapport. Most importantly, the
entire set of background variables, ignoring
the question of whether or not any of them
represent biases, was able to explain only a
small portion of the variance in student
ratings.

The simplistic bias hypothesis is a straw
man and its rejection does not mean that
student ratings are unbiased, but only that
they are not biased according to this defini-
tion. More rigorous and sophisticated def-
initions of bias are needed. A more realistic
definition, which has guided research based
on SEEQ and seems implicit in other re-
search, is that student ratings are biased to
the extent that they are influenced by vari-
ables unrelated to teaching effectiveness
and, perhaps, to the extent that this influ-
ence generalizes across all rating factors
rather than being specific to the particular
factors most logically related to the influ-
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ence. For example, even though student
learning in muiltisection validity studies is
correlated with student ratings, this effect
should not be considered a bias. However,
this seemingly simple and intuitive notion of
bias is difficult to test. It is not sufficient to
show that some variable is correlated with
student ratings and that a causal interpre-
tation is warranted; it must also be shown
that the variable is not correlated with ef-
fective teaching. This is difficult in that
effective teaching is a hypothetical construct
so that all the problems involved in trying to
show that student ratings are valid come into
play, and trying to prove a null hypothesis is
always problematic. According to this def-
inition of bias, most claims that students'
evaluations are biased by any particular
characteristic are clearly unwarranted.

Other researchers infer yet another defi-
nition of bias by arguing that ratings are bi-
ased to the extent that they are affected by
variables not under the control of the in-
structor. According to this conceptualiza-
tion, ratings must be fair to be unbiased,
even to the extent of not accurately reflecting
influences that do affect teaching effective-
ness. Such a definition is particularly rele-
vant to a variable like prior subject interest,
which probably does affect teaching effec-
tiveness in a way that is accurately reflected
by student ratings (see discussion below and
Marsh & Cooper, 1981). Ironically, this
conceptualization would not classify a
grading leniency effect (i.e., students giving
better-than-deserved ratings to instructors
as a consequence of instructors giving bet-
ter-than-deserved grades to students) as a
bias because this variable is clearly under the
control of the instructor. Hence, although
the issue of fairness is important, particu-
larly when students' evaluations are to be
used for personnel decisions, this definition
of bias also seems to be inadequate. Al-
though there is a need for further clarifica-
tion of the issues of bias and fairness, it is
also important to distinguish between these
two concepts so that they are not confused.
The fairness of students' evaluations needs
to be examined separately from, or in addi-
tion to, the examination of their validity.

Still other researchers (e.g., Hoyt, Owens,
& Grouling, 1973; also see Howard & Bray,
1979) seem to circumvent the problem of

defining bias by statistically controlling for
potential biases with multiple regression
techniques or by forming normative (cohort)
groups that are homogeneous with respect
to potential biases (e.g., class size). How-
ever, underlying this procedure is the un-
tested assumption that the variables being
controlled are causally related to student
ratings, and that the relation does represent
a bias. For example, if inexperienced, less
able teachers are systematically assigned to
teach large introductory classes, then sta-
tistically removing the effect of class size is
not appropriate. Furthermore, this ap-
proach is predicated on the existence of a
theoretical definition of bias and offers no
help in deciding what constitutes a bias.
Thus, although this procedure may be ap-
propriate and valuable in some instances, it
should only be used cautiously and in con-
junction with research findings that dem-
onstrate that a variable does constitute a bias
according to a theoretically defensible defi-
nition of bias or fairness.

Approaches to Exploring for Potential
Biases

Over a decade ago McKeachie (1973) ar-
gued that student ratings could be better
understood if researchers did not concen-
trate exclusively on trying to interpret
background relations as biases but instead
examined the meaning of specific relations.
Following this orientation, several ap-
proaches to the study of background influ-
ences have been utilized. The most fre-
quently used approach is simply to correlate
class-average students' evaluations with a
class-average measure of a background
variable hypothesized to bias student rat-
ings. Such an approach can be heuristic, but
in isolation it can never be used to demon-
strate a bias. Instead, hypotheses generated
from these correlation studies should be
more fully explored in further research using
alternative approaches such as those de-
scribed below.

One alternative approach (Bausell &
Bausell, 1979; Marsh, 1982a) is to examine
the relation between differences in back-
ground variables and differences in student
ratings for two or more offerings of the same
course taught by the same instructor. The
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rationale here is that because the instructor
is the single most important determinant of
student ratings, the within-instructor com-
parison provides a more powerful analysis.
I (Marsh, 1982a) found that for such pairs of
courses the more favorably evaluated of-
fering was correlated with (a) higher ex-
pected grades, and presumably better mas-
tery, since grades were assigned by the same
instructor to all students in the same course;
(b) higher levels of Workload/Difficulty; and
(c) the instructor having taught the course
at least once previously, and presumably
having benefited from that experience and
the student ratings. Other background
characteristics such as enrollment, reason for
taking a course, and prior subject interest
had little effect. Although it provides
valuable insight, this approach is limited by
technical difficulties involved in comparing
sets of difference scores and by the lack of
variance in difference scores representing
both student ratings and the background
characteristics (i.e., if there is little variance
in the difference scores, then no relation can
be shown).

A second approach is to isolate a specific
variable, simulate the variable with an ex-
perimental manipulation, and examine its
effect in experimental studies in which stu-
dents are randomly assigned to treatment
conditions. The internal validity (see
Campbell & Stanley, 1963, for a discussion
of internal and external threats to validity)
of interpretations is greatly enhanced be-
cause many counter-explanations that typ-
ically exist in correlational studies can be
eliminated. However, this can only be ac-
complished at the expense of many threats
to the external validity of interpretations:
the experimental setting or the manipulation
may be so contrived that the finding has
little generality to the actual application of
student ratings; the size of the experimental
manipulation may be unrealistic; the nature
of the variable in question may be seriously
distorted in its operationalization; and ef-
fects shown to exist when the individual
student is the unit of analysis may not gen-
eralize when the class average is used as the
unit of analysis. Consequently, although the
results of such studies can be very valuable,
it is still incumbent upon the researcher to
explore the external validity of the inter-

pretations and to demonstrate that similar
effects exist in real settings where student
ratings are actually used.

A third approach, derived from the con-
struct validation emphasis, is based on the
assumption that specific variables (e.g.,
background characteristics, validity criteria,
experimental manipulations, etc.) should
logically or theoretically be related to some
specific components of students' evaluations
and less related to others. According to this
approach, if a variable is most highly corre-
lated with the dimensions to which it is most
logically connected, then the validity of the
ratings is supported. For example, class size
is substantially correlated with ratings of
Group Interaction and Individual Rapport
but not with other SEEQ dimensions
(Marsh, Overall, & Kesler, 1979a; see dis-
cussion below). This pattern of findings
argues for the validity of the student ratings.
Many relations can be better understood
from this perspective rather than from trying
to support or refute the existence of a bias
that affects all students ratings.

A related approach, which has guided
much of the SEEQ research, is more closely
tied to an earlier definition of bias. This
approach is based on the assumption that a
bias that is specific to student ratings should
have little impact on other indicators of ef-
fective teaching. If a variable is related both
to student ratings and to other indicators of
effective teaching, then the validity of the
ratings is supported. Using this approach,
I asked instructors in a large number of
classes to evaluate their own teaching ef-
fectiveness with the same SEEQ form used
by their students, and the SEEQ factors
derived from both groups were correlated
with background characteristics. Support
for the interpretation of a bias in this situa-
tion requires that some variable be sub^
stantially correlated with student ratings,
but not with instructor self-evaluations of
their own teaching. Of course, even when a
variable is substantially correlated with both
student and instructor self-evaluations, it is
still possible that the variable biases both
student ratings and instructor self-evalua-
tions, but such an interpretation would re-
quire that the variable was not substantially
correlated with yet other valid indicators of
effective teaching. Also, when the pattern
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of correlations between a specific variable
and the set of student evaluation factors is
similar to the pattern of correlations with
faculty self-evaluation factors, there is fur-
ther support for the validity of the student
ratings. Results based on this and each of
the other approaches are presented below.

Effects of Specific Background
Characteristics

Hundreds of studies have used a variety
of approaches to examine the influence of
many specific background characteristics on
students' evaluations of teaching effective-
ness, and a comprehensive review is beyond
the scope of this article. Many of the older
studies may be of questionable relevance,
and may also have been inaccurately de-
scribed. Reviewers, apparently relying on
secondary sources, have perpetuated these
inaccurate descriptions and faulty conclu-
sions (some findings commonly cited in
"reviews" are based on older studies that did
not even consider the variable they are cited
to have examined; see Marsh, 1980a, for ex-
amples). Empirical findings in this area
have been reviewed in an excellent series of
articles by Feldman (1976a, 1976b, 1977,
1978, 1979, 1983), other review papers by
Aubrecht (1981), Marsh (1983; in press), and
McKeachie (1973, 1979), monographs by
Centra (1979; Centra & Creech, 1976) and
Murray (1980), and a chapter by Aleamoni
(1981). Older reviews by Costin, Green-
ough, and Menges (1971), Kulik and
McKeachie (1975), and the annotated bib-
liography by de Wolf (1974) are also valu-
able.

Results to be summarized below empha-
size the description and explanation of the
multivariate relations that exist between
specific background characteristics and
multiple dimensions of student ratings.
This is a summary of findings based on some
of the most frequently studied and/or the
most important background characteristics,
and of different approaches to under-
standing the relations.

Class size/enrollment. I reviewed pre-
vious research on the class size effect and
examined correlations between class size and
SEEQ dimensions (Marsh, Overall, & Kes-
ler, 1979a; Marsh, 1980b; 1983). Class size

was moderately correlated with Group In-
teraction and Individual Rapport (nega-
tively, rs as large as -.30) but not with other
SEEQ dimensions or with the overall ratings
of course or instructor (absolute values of rs
< .15). In the class size effect there was also
a significant nonlinear function where small
and very large classes were evaluated more
favorably. These findings appeared also
when instructor self-evaluations were con-
sidered; the pattern and magnitude of cor-
relations between instructor self-evaluations
of their own teaching effectiveness and class
size was similar to findings based on student
ratings (Marsh, Overall, & Kesler, 1979a; also
see Table 6). The specificity of the class size
effect to dimensions most logically related
to this variable, and the similarity of findings
based on student ratings and faculty self-
evaluations argue that this effect is not a bias
to student ratings; rather, class size does
have a moderate effect on some aspects of
effective teaching (primarily Group Inter-
action and Individual Rapport) and these
effects are accurately reflected in the student
ratings. This discussion of the class size
effect clearly illustrates why students' eval-
uations cannot be adequately understood if
their multidimensionality is ignored (also see
Frey, 1978).

Superficially, these findings appear to
contradict Glass's well-established conclu-
sion that teaching effectiveness, inferred
from achievement indicators or from affec-
tive measures, suffers when class size in-
creases (e.g., Glass, McGaw, & Smith, 1981,
pp. 35-43; Smith & Glass, 1980), but a more
careful examination suggests that this might
not be the case. Glass also found a nonlinear
class-size effect, which he summarized as a
logarithmic function where nearly all the
negative effect occurred between class sizes
of 1 and 40, and he did not present data for
extremely large class sizes of several hun-
dred. Within the range of class sizes re-
ported by Glass, the class size/student
evaluation relation that I found could also be
fit by a logarithmic relation, and the increase
in students' evaluations did not occur until
class size was 200 or more. However, the
suggestion that instruction for these ex-
tremely large classes may not suffer, or is
even superior, has very important implica-
tions, since the offering of just a few of these
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very large classes can free up enormous
amounts of instructional time that can be
used to substantially reduce the average class
size in the range where the effect of class size
does appear to be negative. However, I
(Marsh, Overall, & Kesler, 1979a) argued
that my correlational effect should be in-
terpreted cautiously and speculated that the
unexpectedly higher ratings for very large
classes could be due to (a) the selection of
particularly effective instructors with dem-
onstrated success in such settings; (b) stu-
dents systematically selecting classes taught
by particularly effective instructors, thereby
increasing class size; (c) an increased moti-
vation for instructors to do well when
teaching particularly large classes; and (d)
the development of "large class" techniques
instead of trying to use inappropriate, "small
class" techniques that may produce lower
ratings in moderately large classes. Clearly
this is an area that warrants further re-
search.

Prior subject interest. Marsh and Cooper
(1981) reviewed previous studies of the prior
subject interest effect, as did Feldman (1977)
and Howard and Maxwell (1980), and ex-
amined its effect on SEEQ ratings by stu-
dents (also see Marsh, 1980b, 1983) and by
faculty. The effect of prior subject interest
on SEEQ scores was greater than that of any
of the 15 other background variables con-
sidered (Marsh, 1980b, 1983). In different
studies prior subject interest was consis-
tently more highly correlated with Learn-
ing/Value (rs about .4) than with any other
SEEQ dimensions (rs between .3 and -.12).
Instructor self-evaluations of their own
teaching were also positively correlated with
both their own and their students' percep-
tions of students' prior subject interest (see
Table 6). The dimensions that were most
highly correlated, particularly Learning/
Value, were the same as observed with stu-
dent ratings. The specificity of the prior
subject interest effect to dimensions most
logically related to this variable and the
similarity of findings based on student rat-
ings and faculty self-evaluations argue that
this effect is not a bias to student ratings.
Rather, prior subject interest is a variable
that influences some aspects of effective
teaching (particularly Learning/Value) and
these effects are accurately reflected in both

the student ratings and instructor self-
evaluations. Higher student interest in the
subject apparently creates a more favorable
learning environment and facilitates effec-
tive teaching, and this effect is reflected in
student ratings as well as faculty self-eval-
uations.

Workload/Difficulty. The Workload/
Difficulty effect on students' evaluations was
also one of the largest found (Marsh, 1980b,
1983). Paradoxically, at least based on the
supposition that Workload/Difficulty is a
potential bias to student ratings, higher
levels of Workload/Difficulty were positively
correlated with student ratings. I (Marsh,
1982a) found that in pairs of courses taught
by the same instructor, the more highly rated
course tended to be the one perceived to
have the higher levels of Workload/Diffi-
culty. Marsh and Overall (1979b) found
that instructor self-evaluations of their own
teaching effectiveness were less highly cor-
related with Workload/Difficulty than were
student ratings, but the direction of these
correlations was also positive (see Table 6).
Because the direction of the Workload/Dif-
ficulty effect is opposite to that predicted as
a potential bias effect, and this finding is
consistent in both student ratings and in-
structor, self-evaluations, Workload/Diffi-
culty does not appear to constitute a bias to
student ratings.

Expected grades. Studies based on
SEEQ, and literature reviews (e.g., Centra,
1979; Feldman, 1976a; Marsh, Overall, &
Thomas, 1976) have typically found class-
average expected grades to be positively
correlated with student ratings. There are,
however, three quite different explanations
for this finding. The "grading leniency hy-
pothesis" proposes that instructors who give
higher-than-deserved grades will receive
higher-than-deserved student ratings, and
this constitutes a serious bias to student
ratings. The "validity hypothesis" proposes
that better expected grades reflect better
student learning, and that a positive corre-
lation between student learning and student
ratings supports the validity of student rat-
ings. A "student characteristics hypothesis"
proposes that preexisting student presage
variables such as prior subject interest may
affect student learning, student grades, and
teaching effectiveness, so that the expected



Table 6
Background Characteristics: Correlations With Student Ratings (S) and Faculty Self-Evaluations (F) of Their Own Teaching Effectiveness
(N = 183 undergraduate courses)

CO
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SEEQ factor3

Background Characteristic

Faculty Rating "Scholarly production in their discipline"
(1 = well below average to 5 = well above average)

S
F

Students Rating Course Workload/Difficulty (1 = low to 5 = high)
S
F

Faculty Rating Course Workload/Difficulty (1 = low to 5 = high)
S
F

Students Rating expected course grade (l = Fto5 = A)
S
F

Faculty Rating of "Grading Leniency" (1 = easy /lenient to 5 = hard/
strict)
S
F

Class size/enrollment (actual number of students enrolled)
S
F

Faculty Rating "Enjoy teaching relative to other duties"
(1 = extremely unenjoyable to 5 = extremely enjoyable)

S
F

Faculty Rating "Ease of teaching particular course"
(1 = very easy to 5 = very difficult)

S
F

Learn
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Brdth
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25
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-22
-03

20
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05
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17
25
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15

12
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19

-09
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11
10
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—

—
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-25
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26
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-07
-04
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-03

05
17
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14
40
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17

15
29
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-06
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-18
-04
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15

03
-14
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16
09

08
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27
00
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08
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50
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Note. SEEQ = Students' Evaluations of Educational Quality. Correlations are presented without decimal points; all those greater than .15 are statistically significant.
For more detail, see Marsh and Overall (1979b).
a See Table 1 for full factor names.
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grade effect is spurious. Although these
explanations of the expected grade effect
have quite different implications, it should
be noted that grades, actual or expected,
must surely reflect some combination of
student learning, the grading standards used
by an instructor, and preexisting presage
variables.

I examined the relations among expected
grades, prior subject interest, and student
ratings in a path analysis (Marsh, 1980b,
1983; also see Aubrect, 1981; Peldman,
1976a). Across all rating dimensions, nearly
one-third of the expected grade effect could
be explained in terms of prior subject inter-
est. Since prior subject interest precedes
expected grades, a large part of the expected
grade effect is spurious, and this finding
supports the student characteristic hy-
pothesis. I interpreted the results, however,
as support for the validity hypothesis, in that
prior subject interest is likely to affect stu-
dent performance in a class but is unlikely to
affect' grading leniency. Hence, support for
the student characteristics hypothesis may
also constitute support for the validity hy-
pothesis; prior subject interest produces
more effective teaching, which leads to bet-
ter student learning, better grades, and
higher evaluations. This interpretation,
however, depends on a definition of bias in
which student ratings are not biased to the
extent that they reflect variables that actu-
ally influence effectiveness of teaching.

In a similar analysis, Howard and Maxwell
(1980) found that most of the covariation
between expected grades and class-average
overall ratings was eliminated by controlling
for prior student motivation and student
progress ratings. In their path analysis,
prior student motivation had a causal impact
on expected grades that was nearly the same
as I reported, and a causal effect on overall
ratings that was even larger, whereas the
causal effect of expected grades on student
ratings was smaller than the one I found.
They concluded that "the influence of stu-
dent motivation upon student performance,
grades, and satisfaction appears to be a more
potent contributor to the covariation be-
tween grades and satisfaction than does the
direct contaminating effect of grades upon
student satisfaction" (p. 818).

Marsh and Overall (1979b) examined

correlations among student and teacher
ratings of teaching effectiveness, student
ratings of expected grades, and teacher
self-evaluations of their own "grading le-
niency" (see Table 6). Correlations between
expected grades and student ratings were
positive and modest (rs between .01 and .28)
for all SEEQ factors except Group Interac-
tion (r = .38) and Workload/Difficulty (r =
-.25). Correlations between expected
grades and faculty self-evaluations were
close to zero (rs between —.11 and .11) except
for Group Interaction (r = .17) and Work-
load/Difficulty (r = -.19). Correlations
between faculty self-perceptions of their own
"grading leniency" (on a scale from easy/
lenient grader to hard/strict grader) and
both student and teacher evaluations of ef-
fective teaching were small (rs between -.16
and .19) except for ratings of Workload/
Difficulty (rs of .26 and .28) and faculty
self-evaluations of Examinations/Grading
(r = .32), The lack of correlation between
grading leniency and student ratings and the
similarity in the pattern of correlations be-
tween expected grades and ratings by stu-
dents and by faculty seem to argue against
the interpretation of the expected grade ef-
fect as a bias. Nevertheless, the fact that
expected grades were more positively cor-
related with student ratings than with fac-
ulty self-evaluations may provide some
support for a grading leniency bias.

I (Marsh, 1982a) compared differences in
expected grades with differences in student
ratings for pairs of offerings of the same
course taught by the same instructor on two
different occasions. I reasoned that differ-
ences in expected grades in this situation
probably represent differences in student
performance because grading standards are
likely to remain constant, and differences in
prior subject interest were small and rela-
tively uncorrelated with differences in stu-
dent ratings. I found even in this context
that students in the more favorably evalu-
ated course tended to have higher expected
grades, which argued against the grading
leniency hypothesis. It should be noted,
however, that although this study was in a
setting where differences due to grading le-
niency were minimized, there was no basis
for contending that the grading leniency ef-
fect does not operate in other situations.
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Marsh, Fleiner, and Thomas (1975) and
Marsh and Overall (1980) examined class-
average pretest scores, expected grades,
student achievement, and student ratings in
multisection validity studies described ear-
lier. Students selected classes in a quasi-
random fashion, and pretest scores on an
achievement test, motivational variables,
and student background variables were also
collected at the start of the study. Although
this set of pretest variables was able to pre-
dict course performance with reasonable
accuracy for individual students, section-
average differences were small and generally
nonsignificant. Also, in each study, students
knew how their individual performance
compared with other students within the
same section, but not how the average per-
formance of their section compared with that
of other sections. Primarily as a conse-
quence of this feature of the study, class-
average expected grades, which were col-
lected along with student ratings shortly
before the final examination, did not differ
significantly from section to section. Hence,
the correlation between examination per-
formance and student ratings could only be
interpreted as support for the validity hy-
pothesis, and is unlikely to be due to either
preexisting variables or a grading leniency
effect. It is ironic that when researchers
propose class-average grades (expected or
actual) as a potential bias to student ratings,
a positive correlation between ratings and
grades is nearly always interpreted as a
grading leniency effect, whereas a positive
correlation between grades, as reflected in
examination performance, and ratings in
multisection validity studies is nearly always
interpreted as an indication of validity; both
interpretations are usually viable in both
situations. Again, it must be cautioned that
support for the validity hypothesis found
here does not deny the appropriateness of
other interpretations in other situations.

Peterson and Cooper (1980) compared
students' evaluations of the same instructors
by students who received grades and those
who did not. The study was conducted at
two colleges where students were free to
cross-enroll, but where students from one
college were assigned grades but those from
the other were not. Class-average ratings
were determined separately for students in

each class who received grades and those
who did not, and there was substantial
agreement with evaluations by the two
groups of students. Hence, even though
class-average grades of those students who
received grades were correlated with their
class-average evaluations and showed the
expected grade effect, their class-average
evaluations were in substantial agreement
with those of students who did not receive
grades. This suggests that expected grade
effect was not due to grading leniency be-
cause grading leniency was unlikely to affect
ratings by students who did not receive
grades.

Some researchers have argued that the
expected grade effect can be better examined
by randomly assigning students to different
groups that are given systematically differ-
ent grade expectations. For example,
Holmes (1972) gave randomly assigned
groups of students systematically lower
grades than they expected and deserved, and
found that these students evaluated the
teaching effectiveness as poorer than did
control groups. Although this type of re-
search is frequently cited as evidence for the
grading leniency effect, this conclusion is
unwarranted. First, Holmes's manipulation
accounted for no more than 8% of the vari-
ance in any of the evaluation items and much
less variance across the entire set of ratings,
and reached statistical significance for only
5 of 19 items (Did instructor have sufficient
evidence to evaluate achievement? Did you
get less than expected from the course?
Clarity of exam questions? Intellectual
stimulation? Instructor preparations?).
Hence the size of the effect was small, was
limited to a small portion of the items, and
tended to be larger for items that were re-
lated to the specific experimental manipu-
lation. Second, the results based on
"rigged" grades that violate reasonably ac-
curate grade expectations may not generalize
to other settings and seem to represent a
different variable than that examined in
naturalistic settings (see Murray, 1980; and
Abrami, Dickens, Perry, & Leventhal, 1980,
for further discussion).

Abrami et al. (1980) reviewed other stud-
ies that attempted to experimentally ma-
nipulate grading standards and conducted
two Dr. Fox experiments (see discussion
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below) in which grading standards were ex-
perimentally manipulated. Groups of stu-
dents viewed a videotaped lecture, rated
teacher effectiveness, and took an 6bjective
exam. Students returned 2 weeks later and
were given their examination results and a
grade based on their actual performance but
scaled according to different grading stan-
dards (i.e., with an "average" grade earning
either a B, C+, or C). The subjects then
viewed a similar videotaped lecture by the
same instructor, again evaluated teacher
effectiveness, and took a test on the content
of the second lecture. The manipulation of
grading standards had no effect on perfor-
mance on the second achievement test and
weak inconsistent effects on student ratings.
There were also other manipulations (e.g.,
instructor expressiveness, content, and in-
centive), but the effect of grading standards
accounted for no more than 2% of the vari-
ance in student ratings for any of the condi-
tions, and failed to reach statistical signifi-
cance in some. Not even the direction of the
effect was consistent across conditions, and
stricter grading standards occasionally re-
sulted in higher ratings. These findings fail
to support the contention that grading le-
niency produces an effect that is of practical
significance, though the external validity of
this interpretation may also be ques-
tioned.

In this summary of research about the
expected grade effect, a modest but not un-
important correlation between class-average
expected grades and student ratings has
consistently been reported. There are,
however, several alternative interpretations
of this finding, which were labeled the
"grading leniency hypothesis," the "validity
hypothesis," and the "student characteristics
hypothesis." Evidence from a variety of
different types of research clearly supports
the validity hypothesis and the student
characteristics hypothesis, but does not rule
out the possibility that a grading leniency
effect operates simultaneously. Support for
the grading leniency effect was found with
experimental studies, but the effect was
weak and may not be generalizable to
nonexperimental settings in which student
ratings are actually used. Consequently,
although it is possible that a grading leniency
effect may produce some bias in student

ratings, support for this suggestion is weak
and the size of such an effect is likely to be
insubstantial in the actual use of student
ratings.

Summary of the Search for Potential
Biases

The search for potential biases to student
ratings has itself been so biased that I labeled
it a witch hunt. Methodological problems
listed at the start of this section are common.
Furthermore, research in this area is seldom
guided by any theoretical definition of bias,
and the definitions that are implicit in most
studies are often inadequate. Research
described above examines relations between
a selected set of background characteristics
and student ratings. Characteristics were
selected that are most frequently examined,
and/or have been found to be substantial.
Although a similar review of other potential
biases which have been considered elsewhere
is beyond the scope of this article, I have
tried to summarize my impression of "typi-
cal" relations between other background
characteristics and student ratings in Table
7. These summaries are based on my sub-
jective interpretation of many studies and
reviews of the literature, and should only be
taken as rough approximations; there is
clearly a need for meta-analyses and sys-
tematic reviews such as those by Feldman
described earlier to provide more accurate
estimates of the size of effects that have been
reported, and the conditions under which
they were found. For most of the relations,
the effects tend to be small, the results are
often inconsistent, and the attribution to a
bias is unwarranted if bias is defined as an
effect that is specific to students' evaluations
and does not also influence other indicators
of teaching effectiveness. Perhaps the best
summary of this area is McKeachie's (1979)
conclusion that a wide variety of variables
that could potentially influence student
ratings apparently have little effect. Similar
conclusions have been drawn by Centra
(1979), Menges (1973), Marsh (1980b),
Murray (1980), Aleamoni (1981), and
others.

There are, of course, an almost infinite
number of variables that could also be re-
lated to student ratings and could perhaps
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Table 7
Overview of Relations Found Between Students' Evaluations of Teaching Effectiveness and
Specific Background Characteristics

Background Characteristic Summary of "Typical" Findings

Prior subject interest

Expected/actual grades

Reason for taking a course

Workload/difficulty

Class size

Level of course/year in school

Instructor rank
Sex of instructor &/or student
Academic discipline

Purpose of ratings

Administration

Student personality

Classes with higher prior subject interest are rated more favorably, though
it is not always clear if interest existed before the start of course or was
generated by the instructor.

Classes expecting (or actually receiving) higher grades give somewhat
higher ratings, though this can be interpreted to mean either that higher
grades represent grading leniency or that superior learning occurs.

Elective courses and those with a higher percentage taking a course for
general interest tend to be rated slightly higher.

Harder, more difficult courses that require more effort and time are rated
somewhat more favorably.

Mixed findings but most find that smaller classes are rated more
favorably, though some report curvilinear relations and a few find the
effect limited primarily to items related to class discussion and
individual rapport.

Graduate level courses rated somewhat more favorably; weak, inconsistent
findings suggesting that upper-division courses are rated higher than
lower-division courses.

Mixed findings, but little or no effect.
Mixed findings, but little or no effect.
Weak tendency for higher ratings in humanities and lower ratings in

sciences, but too few studies to be clear.
Somewhat higher ratings if known to be used for tenure/promotion

decisions.
Somewhat higher ratings if surveys not anonymous and/or instructor

present when the survey is completed.
Mixed findings, but apparently little effect, particularly for class-average

responses, since different "personality types" may appear in somewhat
similar numbers in different classes.

Note. For most of these characteristics, particularly the ones that have been more frequently studied, some studies
have found results opposite to those reported here, whereas others have found no relation at all. The size, and
in some cases even the direction, of the relation varies considerably depending on the particular component of
students' evaluations being considered. Few studies have found any of these characteristics to be correlated more
than .30 with class-average student ratings, and most reported relations are much smaller.

be suggested as potential biases. However,
any such claim must be seriously scrutinized
in a series of studies that are relatively free
from the common methodological short-
comings, are based on an explicit and de-
fensible definition of bias, and employ the
type of logic used to examine the variables
described above. Single studies of the pre-
dictive validity of psychological measures
have largely been replaced by a series of
construct validity studies, and a similar ap-
proach should also be taken in the study of
potential biases. Simplistic arguments that
a significant correlation between student
ratings and some variable x demonstrates a
bias can no longer be tolerated and are an
injustice to the field. It is unfortunate that
the cautious attitude toward interpreting
correlations between student ratings and
indicators of effective teaching as evidence

of validity has not been adopted in the in-
terpretation of external variables as a source
of potential bias.

Dr. Fox Studies

The Dr. Fox Paradigm

The Dr. Fox effect is defined as the over-
riding influence of instructor expressiveness
on students' evaluations of college/university
teaching. The results of Dr. Fox studies
have been interpreted to mean that an en-
thusiastic lecturer can entice or seduce fa-
vorable evaluations, even though the lecture
may be devoid of meaningful content. In
the original Dr. Fox study by Naftulin, Ware,
and Donnelly (1973), a professional actor
lectured to educators and graduate students
in an enthusiastic and expressive manner,
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and teaching effectiveness was evaluated.
Despite the fact that the lecture content was
specifically designed to have little educa-
tional value, the ratings were favorable. The
authors and critics agree that the study was
fraught with methodological weaknesses,
including the lack of any control group, a
poor rating instrument, the brevity of the
lecture compared with an actual course, the
unfamiliar topic coupled with ,the lack of a
textbook with which to compare the lecture,
and so on (see Abrami, Leventhal, & Perry,
1982; Prey, 1979; Ware & Williams, 1975).
Frey (1979) comments that "this study rep-
resents the kind of research that teachers
make fun of during the first week of an in-
troductory course in behavioral research
methods. Almost every feature of the study
is problematic" (p. 1). Nevertheless, remi-
niscent of the Rodin and Rodin (1972) study
described earlier, the results of this study
were seized upon by critics of student ratings
as support for the invalidity of this proce-
dure for evaluating teaching effectiveness.

To overcome some of the problems, Ware
and Williams (1975,1977; Williams & Ware,
1976,1977) developed the standard Dr. Fox
paradigm. In their experiments, a series of
six lectures, all presented by the same pro-
fessional actor, were videotaped. Each lec-
ture represented one of three levels of course
content (the number of substantive teaching
points covered) and one of two levels of lec-
ture expressiveness (the expressiveness with
which the actor delivered the lecture).
Students viewed one of the six lectures,
evaluated teaching effectiveness on a typical
multi-item rating form^ and completed an
achievement test based on all the teaching
points in the high content lecture. Ware
and Williams (1979, 1980) reviewed their
studies and similar studies by other re-
searchers and concluded that differences in
expressiveness consistently explained much
more variance in student ratings than did
differences in content.

Reanalyzes and Meta-Analyses

Marsh and Ware (1982) reanalyzed data
from the Ware and Williams studies. A
factor analysis of the rating instrument
identified five evaluation factors that varied

in the way they were affected by the experi-
mental manipulations. In the condition
most like the university classroom, in which
students were told before viewing the lecture
that they would be tested on the materials
and that they would be rewarded in accor-
dance with the number of exam questions
they answered correctly, the Dr. Fox effect
was.not supported. The instructor ex-
pressiveness manipulation only affected
ratings of Instructor Enthusiasm, the factor
most logically related to the manipulation,
and content coverage significantly affected
ratings of Instructor Knowledge and Orga-
nization/Clarity, the factors most logically
related to that manipulation. When stu-
dents were not given incentives to perform
well, instructor expressiveness had more
impact on all five student rating factors than
when external incentives were present,
though the effect on Instructor Enthusiasm
was still largest. However, without external
incentives, expressiveness also had a larger
impact on student achievement scores than
did the content manipulation (i.e., presen-
tation style had more to do with how well
students performed on the examination than
did the number of questions that had been
covered in the lecture). This finding dem-
onstrated that, particularly when external
incentives are weak, expressiveness can have
an important impact on both student ratings
and achievement scores. Across all the
conditions, the effect of instructor express-
iveness on ratings of Instructor Enthusiasm
was larger than its effect on other student
rating factors. Hence, as observed in the
examination of potential biases to student
ratings, this reanalysis indicates the impor-
tance of considering the multidimensionality
of student ratings. An effect which has been
interpreted as a bias to students' evaluations
seems more appropriately interpreted as
support for their validity with respect to one
component of effective teaching.

Abrami, Leventhal, and Perry (1982)
conducted a review and a meta-analysis of all
known Dr. Fox studies. On the basis of their
meta-analysis, they concluded that ex-
pressiveness manipulations had a substan-
tial impact on overall student ratings and a
small effect on achievement, whereas con-
tent manipulations had a substantial effect
on achievement and a small effect on ratings.
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Consistent with the Marsh and Ware rean-
alysis, they also found that in the few studies
that analyzed separate rating factors, the
rating factors that were most logically re-
lated to the expressiveness manipulation
were most affected by it. Finally, they
concluded that although the expressiveness
manipulation did interact with the content
manipulation and a host of other variables
examined in the Dr. Fox studies, none of
these interactions accounted for more than
5% of the variance in student ratings.

In addition to content and expressiveness
effects, Dr. Fox studies have considered the
effects of a variety of other variables:
grading standards (Abrami et al, 1980); in-
structor reputation (Perry, Abrami, Leven-
thal, & Check, 1979); student personality
characteristics (Abrami, Perry, & Leventhal,
1982); purpose of evaluation (Meier & Fel-
dhusen, 1979); and student incentive (Wil-
liams & Ware, 1976; Perry, Abrami, & Lev-
enthal, 1979; Abrami et al., 1980). The in-
completeness with which these analyses are
generally reported makes it difficult to draw
conclusions, but apparently only instructor
reputation had any substantial effect on
student ratings; when students are led,
through experimentally manipulated feed-
back, to believe that an instructor is an ef-
fective teacher, they rate him or her more
favorably on the basis of one short video-
taped lecture and presumably the manipu-
lated feedback. Researchers have also
prepared videotaped lectures manipulating
variables other than content and express-
iveness. For example, Land and Combs
(1981; see earlier discussion) videotaped 10
lectures that varied only in teacher speech
clarity, operationally defined as the number
of false starts or halts in speech, redundantly
spoken words, and tangles in words. As
teacher clarity improved there was a sub-
stantial linear improvement in both student
ratings of teaching effectiveness and student
performance on a standardized achievement
test.

Interpretations, Implications, and
Problems

How should the results of the Dr. Fox type
studies be evaluated? Consistent with an
emphasis on the construct validity of mul-

tifaceted ratings in this article, a particularly
powerful test of the validity of student rat-
ings would be to show that each rating factor
is strongly influenced by manipulations most
logically associated with it and less in-
fluenced by other manipulations. This is
the approach used in the Marsh and Ware
reanalysis of the Dr. Fox data described
above, and it offers strong support for the
validity of ratings with respect to express-
iveness and, perhaps, limited support for
their validity with respect to content.

Multiple ratings factors have typically not
been considered in Dr. Fox studies (but see
Ware & Williams, 1977; and discussion of
this study by Marsh & Ware, 1982). In-
stead, researchers have relied on total scores
even though they collect ratings that do
represent multiple rating dimensions (i.e.,
the same form as was shown to have five
factors in the Marsh & Ware reanalysis,
and/or items from the 1971 Hildebrand,
Wilson, & Dienst study described earlier).
However, this makes no sense when re-
searchers also emphasize the differential
effects of the experimental manipulations on
the total score rating and the achievement
outcome (e.g., Perry, Abrami, & Leventhal,
1979). According to this approach, student
ratings may be invalid because they are
"oversensitive" to expressiveness and "un-
dersensitive" to content when compared
with achievement scores (but see Abrami et
al., 1982). It is hardly surprising that the
number of examination questions answered
in a lecture (only 4 of 26 exam questions are
covered in the low content lecture, whereas
all 26 are covered in the high content lecture)
has a substantial impact on examination
performance immediately after the lecture,
and less impact on student ratings; more
relevant is the finding that content also af-
fects student ratings. Nor is it surprising
that manipulations of instructor express-
iveness have a large impact on the total rat-
ing score when some of the items specifically
ask students to judge the characteristic that
is being manipulated; more relevant is the
finding that some rating factors are relatively
unaffected by expressiveness and that
achievement scores are affected by ex-
pressiveness. Student ratings are multifa-
ceted, the different rating factors do vary in
the way they are affected by different ma-
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nipulations, and any specific criterion can be
more accurately predicted by differentially
weighting the student rating dimensions.
Because most of the Dr. Fox studies are
based on student rating instruments that do
measure separate components, reanalyses of
these studies, as was done in the Marsh and
Ware study, should prove valuable.

There are still serious problems with the
design of Dr. Fox studies, which limit their
potential usefulness. First, further research
is needed to investigate whether the size and
nature of experimental manipulations are
representative of those that actually occur
in the field and to ensure that the effects are
not limited to some idiosyncratic aspect of
the Dr. Fox paradigm. For example, the Dr.
Fox tapes were produced to be of similar
length even though the amount of content
varied systematically. The length was
equated by adding irrelevant content, and
this may simulate a lack of teacher clarity,
which negatively affects both ratings and
achievement as described earlier. Also, in
the Abrami et al. (1982) meta-analysis, vid-
eotaped lectures developed at the University
of Manitoba produced effect sizes twice as
large for student ratings and achievement as
those produced by tapes Ware and Williams
developed. Second, the Dr. Fox type of
study should be extended to include other
teacher process variables such as instructor
clarity manipulations. Third, additional
indicators of effective teaching should be
examined as well as achievement scores and
student ratings administered immediately
after viewing a videotaped lecture in a con-
tent area that is relatively unknown to stu-
dents. This might include long-term
achievement, performance on higher-order
objectives rather than tasks requiring pri-
marily knowledge-level objectives, noncog-
nitive objectives such as increased interest
or desire to pursue the subject further (see
Marsh & Overall, 1980), lectures in content
areas already familiar to the viewers, or the
inclusion of textual information that also
fully covers all the teaching points in the
high-content lecture.

Finally, I would like to suggest a counter-
explanation for some of the Dr. Fox findings
and to propose research to test this hypoth-
esis. Student ratings, like all psychological
impressions, are relativistic and based on

some frame of reference. For students in
university classes the frame of reference is
determined by their expectations for that
class and by their experience in other
courses. What is the frame of reference in
Dr. Fox studies? Some instructor charac-
teristics such as expressiveness and speech
clarity can be judged in isolation because a
frame of reference has probably been es-
tablished through prior experience, and
these characteristics do influence student
ratings. For other characteristics such as
content coverage, external frames of refer-
ence are not so well defined. For example,
covering four teaching points during a 20-
minute lecture may seem like reasonable
content coverage to students, or even to in-
structors or to curriculum specialists.
However, if students were asked to compare
high and low content lectures on the amount
of content covered after viewing both, to
indicate which test items had been covered
in the lecture, to evaluate content coverage
relative to textual materials representing the
content that was supposed to have been
covered, or even to evaluate content coverage
after completing an examination in which
they were told that all the questions were
supposed to be covered, then they would
have a much better basis for evaluating the
content coverage and I predict that their
responses would more accurately reflect the
content manipulation. Some support for
this suggestion comes from a recent study by
Leventhal, Turcotte, Abrami, and Perry
(1983), in which students viewed one lecture
that was either "good" (high in content and
expressiveness) or "poor" (low in content
and expressiveness), and a second lecture by
the same lecturer that was also either good
or poor. The sum across all ratings of the
second lecture varied inversely with the
quality of the first. This is a "contrast" ef-
fect, which is typical in frame of reference
studies (e.g., Parducci, 1968); after viewing
a poor lecture a second lecture seems better,
after viewing a good lecture a second lecture
seems poorer. Here, the authors also ex-
amined different rating factors and found
that the effects of manipulations of in-
structor characteristics varied substantially
according to the rating component (though
the evaluation of Group Interaction and
Individual Rapport on the basis of video-
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taped lectures seems dubious). Unfortu-
nately, the effects of content and express-
iveness were intentionally confounded in this
design, which was not intended to represent
a standard Dr. Fox study.

Utility of Student Ratings

Improvement of Instruction

The introduction of a broad institution-
based, carefully planned program of stu-
dents' evaluations of teaching effectiveness
is likely to lead to the imprbvement of
teaching. Faculty will have to give serious
consideration to their own teaching in order
to evaluate the merits' of the program. The
institution of a program that is supported by
the administration will serve notice that
teaching effectiveness is being taken more
seriously by the administrative hierarchy.
The results of student ratings, as one indi-
cator of effective teaching, will provide a
basis for informed administrative decisions
and thereby increase the likelihood that
quality teaching will be recognized and re-
warded, and that good teachers will be given
tenure. The social reinforcement of getting
favorable ratings will provide added incen-
tive for the improvement of teaching, even
at the tenured faculty level. Finally, faculty
report that the feedback from student eval-
uations is useful to their own efforts for the
improvement of their teaching. None of
these observations, however, provides an
empirical demonstration of improvement of
teaching effectiveness resulting from stu-
dents' evaluations.

Feedback Studies

In most studies of the effects of feedback
from students' evaluations, classes are ran-
domly assigned to experimental or control
groups; students' evaluations are collected
near the middle of the term; at least the
ratings from one or more groups are returned
to instructors as quickly as possible; and the
various groups are compared at the end of
the term on a second administration of stu-
dent ratings as well as other variables.
(There is considerable research on a wide
variety of other techniques designed to im-
prove teaching effectiveness that use student
ratings as an outcome measure; see Levin-

son-Rose & Menges, 1981). SEEQ has been
used in two such studies using multiple sec-
tions of the same course. In the first study
results from an abbreviated form of the
survey were simply returned to faculty, and
the impact of the feedback was positive, but
very modest (Marsh, Fleiner, & Thomas,
1975). In the second study (Overall &
Marsh, 1979) researchers actually met with
instructors in the feedback group to discuss
the evaluations and possible strategies for
improvement. In this study students in the
feedback group subsequently performed
better on a standardized final examination,
rated teaching effectiveness more favorably
at the end of the course, and experienced
more favorable affective outcomes (i.e.,
feelings of course mastery, and plans to
pursue and/or apply the subject). These
two studies suggest that feedback, coupled
with a candid discussion with an external
consultant, can be an effective intervention
for the improvement of teaching effective-
ness (also see McKeachie et al, 1980).

Reviews of feedback studies have reached
different conclusions (e.g., Abrami, Leven-
thal, & Perry, 1979; Levinson-Rose & Men-
ges, 1981; McKeachie, 1979; Rotem &
Glassman, 1979). Cohen (1980), in order to
clarify this controversy, conducted a meta-
analysis of all known feedback studies.
Across these studies, instructors who re-
ceived midterm feedback were subsequently
rated about one-third 6f a standard devia-
tion higher than nonfeedback instructors on
the total rating (an overall rating item or the
average of multiple items), and even larger
differences were observed for ratings of In-
structor Skill, Attitude Toward Subject, and
Feedback to Students. Studies that aug-
mented feedback with consultation pro-
duced substantially larger differences, but
other methodological variations had no ef-
fect. The results of this meta-analysis
support my findings described above and
demonstrate that feedback from students'
evaluations, particularly when augmented
by consultation, can lead to improvement in
teaching effectiveness.

Several issues still remain in the feedback
research. First, the studies demonstrate
that feedback without consultation is only
modestly effective, and none of the studies
reporting significant feedback effects with
consultation provide an adequate control for
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the effect of consultation without feedback
(i.e., a placebo effect due to consultation, or
a real effect due to consultation that does not
depend on feedback from student ratings).
Second, the criterion of effective teaching
used to evaluate the studies was limited
primarily to student ratings; only the Overall
and Marsh study demonstrated a significant
effect of feedback on achievement. Most
other studies were not based on multiple
sections of the same course, and so it was not
possible to test the effect of feedback on
achievement scores. Third, nearly all of the
studies were based on midterm feedback
from midterm ratings. This limitation,
perhaps, weakens the likely effects in that
many instructional characteristics cannot be
easily altered in the second half of the course,
and also the generality of this approach to
the effects of end-of-term ratings in one term
to subsequent teaching in other terms has
not been examined. Furthermore, Marsh
and Overall (1980) demonstrated in their
multisection validity study that although
midterm and end-of-term ratings were sub-
stantially correlated, midterm ratings were
concluded to be less valid than end-of-term
ratings because they were less correlated
with measures of student learning. Fourth,
most of the research is based on instructors
who volunteer to participate, and this fur-
ther limits the generality of the effect be-
cause volunteers are likely to be more moti-
vated to use the feedback to improve their
instruction. (This was not the case with the
two studies based on SEEQ). Finally, re-
ward structure is an important variable that
has not been examined in this feedback re-
search. Even though faculty may be in-
trinsically motivated to improve their
teaching effectiveness, potentially valuable
feedback will be much less useful if there is.
no extrinsic motivation for faculty to im-
prove. To the extent that salary, promotion,
and prestige are based almost exclusively on
research productivity, ihe usefulness of
student ratings as feedback for the im-
provement of teaching may be limited.

Usefulness in Tenure/Promotion
Decisions

During the last 25 years a variety of sur-
veys have been conducted to determine the
importance of students' evaluations and

other indicators of teaching effectiveness in
evaluating total faculty performance in
North American universities (for reviews see
Centra, 1979; Leventhal et al., 1981; Seldin,
1975). Each survey found that classroom
teaching was considered to be the most im-
portant criterion of total effectiveness,
though research effectiveness may be more
important at prestigious, research-oriented
universities. In the earlier surveys "sys-
tematically collected student ratings" was
one of the least commonly mentioned
methods of evaluating teaching, and authors
of those studies lamented that there seemed
to be no serious attempt to measure teaching
effectiveness. More recently, however,
survey respondents indicate that depart-
ment chairperson reports, followed by col-
league evaluations and student ratings, are
the most common criteria used to evaluate
teaching effectiveness and that student
ratings should be the most important
(Centra, 1979). These findings demonstrate
that the importance and usefulness of stu-
dent ratings as a measure of teaching effec-
tiveness Have increased dramatically during
the last 25 years.

Leventhal et al. (1981), and Salthouse,
McKeachie, and Lin (1978) composed ficti-
tious summaries of faculty performance that
systematically varied reports of teaching and
research effectiveness, and also varied the
type of information given about teaching
(department chairperson's report or de-
partment chairperson's report supplemented
by summaries of student ratings). Both
studies found reports of research effective-
ness to be more important hi evaluating total
faculty performance at research universities,
although Leventhal et al. found teaching and
research to be of similar importance across
a broader range of institutions. Although
teaching effectiveness as assessed by the
department chairperson's report did make
a significant difference in ratings of overall
faculty performance, neither study found
that supplementing the chairperson's report
with student ratings made any significant
difference. However, neither study con-
sidered student ratings alone or even sug-
gested that the two sources of evidence about
teaching effectiveness were independent.
Information from the ratings and chairper-
son's report was always consistent so that
one was redundant, and it would be reason-
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able for subjects in these studies to assume
that the chairperson's report was at least
partially based on students' evaluations.
These studies demonstrate the importance
of reports of teaching effectiveness but do
not appear to test the impact of student
ratings.

Usefulness in Student Course Selection

Little empirical research has been con-
ducted on the use of ratings by prospective
students in the selection of courses. UCLA
students reported that the Professor/Course
Evaluation Survey was the second most
frequently read of the many student publi-
cations, following the daily campus news-
paper (Marsh, 1983). Leventhal et al. (1975)
found that students say that information
about teaching effectiveness influences their
course selection. Students who select a class
on the basis of information about teaching
effectiveness are more satisfied with the
quality of teaching than are students who
indicate other reasons (Centra & Creech,
1976; Leventhal et al., 1975). In an experi-
mental field study, Coleman and McKeachie
(1981) presented summaries of ratings of
four comparable political science courses to
randomly selected groups of students during
preregistration meetings. One of the courses
had received substantially higher ratings,
and it was chosen more frequently by stu-
dents in the experimental group than by
those in the control group. Based on this
limited information, it seems that student
ratings are used by students in the selection
of instructors and courses.

Summary of Studies of the Utility of
Student Ratings

Studies of the usefulness of student rat-
ings are infrequent and often anecdotal.
This is unfortunate, because this is an area
of research that can have an important and
constructive impact on the practice of using
students' evaluations of teaching effective-
ness. Both in this section and in earlier
discussion, important, unresolved issues
were identified that are in need of further
research. For example, for administrative
decisions students' evaluations can be sum-

marized by a single score representing an
optimally weighted average of specific
components or by the separate presentation
of each of the multiple components, but
there is no research to indicate which is most
effective. If different components of stu-
dents' evaluations are to be combined to
form a total score, how should the different
components be weighted? Again there is no
systematic research to inform policy makers.
Debates about whether students' evaluations
have too much or too little impact on ad-
ministrative decisions are seldom based on
any systematic evidence about the amount
of impact they actually do have. Re-
searchers often indicate that students'
evaluations are used as one basis for per-
sonnel decisions, but there is a dearth of re-
search on the policy practices that are act-
ually employed in the use of student rat-
ings. A plethora of policy questions exist
(e.g., how to select courses to be evaluated,
the manner in which rating instruments are
administered, who is to be given access to the
results, how ratings from different courses
are considered, whether special circum-
stances exist where ratings for a particular
course can be excluded either a priori or post
hoc, whether faculty have the right to offer
their own interpretation of ratings, etc.) that
are largely unexplored despite the appar-
ently wide use of student ratings (see Feld-
man, 1979). Anecdotal reports often suggest
that faculty members find student ratings
useful, but there has been little systematic
attempt to determine what form of feedback
to faculty is most useful (though feedback
studies do support the use of services by an
external consultant) and how instructors
actually use the results they do receive.
Some researchers have cited anecdotal evi-
dence for negative effects of student ratings
(e.g., lowering standards), but these are also
rarely documented with systematic research.
Although students' evaluations are some-
times used by students in their selection of
courses, there is little guidance about the
type of information students want and
whether this is the same as is needed for
other uses of students' evaluations. These,
and a wide range of related questions about
how students' evaluations are actually used
and how their usefulness can be enhanced,
provide a rich field for further research.
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Overview, Summary, and Implications

Research described in this article dem-
onstrates that student ratings are clearly
multidimensional, quite reliable, reasonably
valid, relatively uncontaminated by many
variables often seen as sources of potential
bias, and are seen to be useful by students,
faculty, and administrators. However, the
same findings also demonstrate that student
ratings may have some halo effect, have at
least some unreliability, have only modest
agreement with some criteria of effective
teaching, are probably affected by some
potential sources of bias, and are viewed with
some skepticism by faculty as a basis for
personnel decisions. It should be noted that
this level of uncertainty probably also exists
in every area of applied psychology and for
all personnel evaluation systems. Never-
theless, the reported results clearly demon-
strate that a considerable amount of useful
information can be obtained from student
ratings, useful for feedback to faculty, useful
for personnel decisions, useful to students in
the selection of courses, and useful for the
study of teaching. Probably, students'
evaluations of teaching effectiveness are the
most thoroughly studied of all forms of per-
sonnel evaluation, and one of the best in
terms of being supported by empirical re-
search.

Despite the generally supportive research
findings, student ratings should be used
cautiously, and there should be other forms
of systematic input about teaching effec-
tiveness, particularly when they are used for
tenure/promotion decisions. However, al-
though there is good evidence to support the
use of students' evaluations as one indicator
of effective teaching, there are few other in-
dicators of teaching effectiveness whose use
is systematically supported by research
findings. Based on the research reviewed
here, other alternatives that may be valid
include the ratings of previous students and
instructor self-evaluations, but each of these
has problems of its own. Alumni surveys
typically have very low response rates and
are still basically student ratings. Faculty
self-evaluations may be valid for some pur-
poses, but probably not when tenure/pro-
motion decisions are to be based on them.
(Faculty should, however, be encouraged to

have a systematic voice in the interpretation
of their student ratings.) Consequently,
although extensive lists of alternative indi-
cators of effective teaching are proposed
(e.g., Centra, 1979), few are supported by
systematic research, and none are as clearly
supported as students' evaluations of
teaching.

Why then, if student ratings are reason-
ably well supported by research findings, are
they so controversial and so widely criti-
cized? Several suggestions are obvious.
University faculty have little or no formal
training in teaching, yet find themselves in
a position where their salary or even their job
may depend on their classroom teaching
skills. Any procedure used to evaluate
teaching effectiveness would prove to be
threatening and highly criticized. The
threat is exacerbated by the realization that
there are no clearly defined criteria of ef-
fective teaching, particularly when there
continues to be considerable debate about
the validity of student ratings. (Inter-
estingly, measures of research productivity,
the other major determinant of instructor
effectiveness, are not nearly so highly criti-
cized, despite the fact that the actual infor-
mation used to represent them in tenure
decisions is often quite subjective and there
are serious problems with the interpretation
of the objective measures of research pro-
ductivity that are used.) As demonstrated
in this overview, much of the debate is based
on ill-founded fears about student ratings,
but the fears still persist. Indeed, the pop-
ularity of two of the more widely used para-
digms in student evaluation research, the
multisection validity study and the Dr. Fox
study, apparently stems from an initial no-
toriety produced by claims to have demon-
strated that student ratings are invalid.
This occurred even though the two original
studies (the Rodin & Rodin, 1972, study, and
the Naftulin, Ware, & Donnelly, 1973, study)
were so fraught with methodological weak-
nesses as to be uninterpretable. Perhaps
this should not be so surprising in the aca-
demic profession, in which faculty members
are better trained to find counter-explana-
tions for a wide variety of phenomena than
to teach. Indeed, the state of affairs has
resulted in a worthwhile and healthy scru-
tiny of student ratings and has generated a
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considerable base of research from which to
form opinions about their worth. However,
the bulk of research supports their con-
tinued use as well as advocates further
scrutiny.
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Editor for Psychological Bulletin Named: Search for New Editor Continues

David Zeaman, editor of Psychological Bulletin, died on July 19,1984. Betty J.
House, Zeaman's colleague at the University of Connecticut, and one of the journal's
associate editors, will complete David Zeaman's term and serve as editor through
1986. Effective immediately, authors should submit manuscripts to:

Betty J. House, Editor
Psychological Bulletin
Department of Psychology U-20, Rm # 107
25 Cross Campus Road
Storrs, Connecticut, 06268

APA's Publications and Communications Board is continuing its recently opened
search for a new editor. Candidates for the journal editorship must be members
of APA and should be available to start receiving manuscripts in early 1986 to
prepare for issues published in 1987. The term of editorship is from 1987 through
1992. To nominate candidates, prepare a statement of one page or less in support
of each nomination. Submit nominations no later than February 1,1985 to the
chair of the search committee:

Barbara Strudler Wallston
Box 512 Peabody
Vanderbilt University
Nashville, Tennessee 37203

The other members of the search committee are Elizabeth Loftus, Wilbert
McKeachie, Paul Mussen, Lyman Porter, and Lee Sechrest.


